
Chapter 3

Numerical Weather Prediction Models

3.1 Summary

JMA operates NWP models to meet various kinds of requirements on weather forecasting. The suite of the
NWP models covers a wide temporal range of forecast periods from a few hours to two seasons providing a
seamless sequence of products for the public.

The Global Spectral Model (GSM) produces 84-hour forecast four times a day (00, 06, 12, 18 UTC) to
support the o� cial short-range forecasting (day 3) and to provide the lateral boundary conditions for the Meso-
Scale Model (MSM). The GSM forecast at 12 UTC is extended to 11 days to support the o� cial one-week
forecasting.

Four ensemble prediction systems are in operation. The one-week ensemble forecast is performed with 51
ensemble members every day at 12 UTC supporting the o� cial one-week forecasting. The typhoon ensemble
forecast with 11 ensemble members runs four times a day (00, 06, 12 and 18 UTC) when typhoons exist or are
expected to form or to come in the western-north Paci�c. The model produces 132-hour forecast and supports
activities of the RSMC Tokyo-Typhoon Center. The one-month ensemble forecast with 50 members is carried
out once a week (every Wednesday and Thursday) to support the o� cial one-month forecasting, which is issued
on Friday. The two-week ensemble forecast is also executed to support early warning information on extreme
weather on every Sunday and Monday using the one-month ensemble forecast system. The seasonal ensemble
forecast using an atmosphere-ocean coupled model with 51 members is carried out once a month to support
the o� cial seasonal forecasting.

MSM is executed eight times a day (00, 03, 06, 09, 12, 15, 18 and 21 UTC). It produces 15-hour forecast
from 00, 06, 12 and 18 UTC and 33-hour forecast from 03, 09, 15, 21 UTC, to support the very short-range
forecasting and the aviation services. It provides the lateral boundary conditions for the Local Forecast Model
(LFM).

LFM produces 9-hour forecast eight times a day (00, 03, 06, 09, 12, 15, 18 and 21 UTC) and supports the
weather information regarding to severe weather disturbances and aviation services around Tokyo International
Airport.

JMA also operates a global atmospheric transport model to support the RSMC for Emergency Response
activities. The model stands ready to run anytime when an environmental emergency situation occurs.

JMA operates three kinds of Chemical Transport Models (CTMs). The Aerosol CTM produces 96-hour
forecast to provide Kosa (Aeolian Dust) information, the stratospheric ozone CTM produces 48-hour forecast
to support UV index information, and tropospheric-stratospheric ozone CTM produces 72-hour forecast to
support the photochemical oxidant information. These CTMs are operated once a day at 12UTC. The radiative
transfer model is also used for UV index information.

Table 3.1.1 (global) and Table 3.1.2 (regional) shows speci�cations of the major NWP models respectively.
Details on the NWP models, the ensemble prediction systems, the atmospheric transport model and the chem-
ical transport models are described particularly in the following Section 3.2 - Section 3.8. The operational
veri�cation procedure is explained in Section 3.9.
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Table 3.1.1: Speci�cations of the global NWP models at JMA

Global Spectral Model One-week Ensemble Typhoon Ensemble One-month Ensemble
(GSM) Prediction System Prediction System Prediction System

(WEPS) (TEPS)
Forecast Range 84 hours (00, 06, 18UTC) 264 hours 132 hours 17 days (12UTC; Sun & Mon)
(Initial Time) 264 hours (12UTC) (12UTC) (00,06,12,18UTC) 34 days (12UTC; Wed & Thu)

Horizontal Grids # (1920� 60) � 960 (640� 48) � 320
Truncation Wave # TL959 TL319 TL159

Grid Spacing 20km 55km 110km
Vertical Layers 60

Top Layer Pressure 0:1hPa
Ensemble Size - 51 11 50

Perturbation Generator - Singular Vector method Combination of BGM method and
LAF method (25 BGM and 2 initial

dates with 1 day LAF)
Perturbed Area - Globe North-Western Paci�c Northern Hemisphere

and Vicinities of and the tropics
up to three TCs

Radiation Process Solar (every hour)
Infrared (3 hourly)

Convective Parametarization Prognostic Arakawa-Schubert
Cloud Process Prognostic cloud water content

PBL and Mellor-Yamada level 2
Surface Fluxes Monin-Obukhov similarity

Gravity Wave Drag Long wave drag
Short wave drag

Land Surface Model Simple Biosphere (SiB)

Table 3.1.2: Speci�cations of the regional NWP models at JMA

Meso-Scale Model Local Forecast Model
(MSM) (LFM)

Forecast Range 15 hours (00,06,12,18UTC) 9 hours
(Initial Time) 33 hours (03,09,15,21UTC)(00,03,06,09,12,15,18,21UTC)

Forecast Domain East Asia Eastern part of Japan
Map Projection Lambert Conformal

Horizontal Grids # 721� 577 551� 801
Grid Spacing 5km 2km

Vertical Layers 50 60
Top Layer Height 21:8km 20:2km
Radiation Process Solar (every 15 minutes)

Infrared (every 15 minutes)
Convective Parameterization Kain-Fritsch (not used)

Cloud Process 3-ice bulk microphysics
PBL and Mellor-Yamada-Nakanishi-Niino level 3

Surface Fluxes Monin-Obukhov similarity
Gravity Wave Drag (not used)
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3.2 Global Spectral Model (JMA-GSM1212)

3.2.1 Introduction

The Global Spectral Model (GSM) employs primitive equations to express resolvable motions and states of the
atmosphere. It also incorporates sophisticated parameterization schemes for physical processes. In the hori-
zontal, prognostic variables are spectrally discretized using triangular truncation at wave number 959 (TL959).
The corresponding transform grids cover about 0:1875� in both longitude and latitude. In the vertical, the
model has 60 layers up to 0.1 hPa.

JMA has operated GSM since March 1988. The model originally had a horizontal resolution of T63 and
16 vertical layers up to 10 hPa with a sigma coordinate system.

In a model upgrade implemented in November 1989, the truncation wave number and the number of vertical
layers were increased to T106 and 21, respectively, and a hybrid� vertical coordinate system was adopted.

In March 1996, the horizontal resolution was doubled to T213 and the number of vertical layers was
increased to 30. The cumulus parameterization was changed from a Kuo scheme to a prognostic Arakawa-
Schubert scheme.

In December 1999, the physical package underwent extensive re�nement. Treatment of cloud water content
as a prognostic variable was introduced, and the moist convection process was improved.

In March 2001, the number of vertical layers was increased to 40 and the vertical domain was extended
up to 0.4 hPa. The model was highly parallelized to suit massively distributed-memory parallel computer
operation.

In February 2005, the Eulerian advection scheme was replaced with a semi-Lagrangian one, and the spectral
resolution was increased from T213 (quadratic grid) to TL319 (linear grid). Incremental non-linear normal
mode initialization and vertical mode initialization were also introduced.

On 1 March, 2006, operations at 06 and 18 UTC were begun with a forecast time of 36 hours in addition
to those conducted at 00 UTC with a forecast time of 90 hours and 12 UTC with a forecast time of 216 hours.

On 21 November, 2007, the horizontal resolution of GSM was enhanced to TL959, while the number of
vertical layers was increased to 60 and the vertical domain was extended up to 0.1 hPa (Iwamura and Kitagawa
2008; Nakagawa 2009). The numerical integration scheme was upgraded from the three-time-level leap-frog
scheme to a two-time-level scheme. The forecasts run at 00, 06 and 18 UTC were altered to each cover a
uniform period of 84 hours. At the same time, the 20-km-resolution Regional Spectral Model (RSM) and the
24-km-resolution Typhoon Model (TYM) were retired from operational use.

On 5 August, 2008, a reduced Gaussian grid was incorporated into GSM as a new dynamical core. This re-
moved redundant grid points at higher latitudes, thereby saving on computational resources (Miyamoto 2006).
Incremental non-linear normal mode initialization and vertical mode initialization were eliminated.

On 18 December, 2012, a relative humidity threshold was introduced to the diagnostic stratocumulus
scheme.

In March 2013, the coverage period of the forecast run at 12 UTC was extended from 216 hours to 264
hours.

3.2.2 Dynamics

The GSM is based on the framework of a semi-implicit semi-Lagrangian global model. In order to overcome
the general shortcomings of semi-Lagrangian models (such as the lack of conservation properties and the high
computational cost of three-dimensional interpolations), a vertically conservative semi-Lagrangian scheme is
adopted for the GSM.

3.2.2.1 Governing Equations

The GSM is run on an� vertical coordinate system, which is a hybrid between pressurep and� (� = p=pS,
wherepS is surface pressure), implicitly de�ned asp = A(� ) + B(� )pS. The prognostic variables (wind vector
uuu = (u; v), temperatureT, pressurep, speci�c humidity q and cloud water contentqc) follow the system of
primitive equations in the� -coordinate system as follows:
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Here,d=dt is a total derivative andr is a horizontal gradient operator. The other notations used above are
conventional: zzz is the unit vertical vector,TV is the virtual temperature,f is the Coriolis parameter,Rd is the
gas constant for dry air, and� = Rd=Cpd. Cpd is the the speci�c heat capacity at the constant pressure of dry air
andCpv is the speci�c heat capacity at the constant pressure of water vapor. FuFuFu, FT , Fq andFc are tendencies
relating to parameterized processes. In addition, FuFuFu andFT include the e� ects of horizontal di� usion (to be
described later). Integrating Eq. (3.2.5) with respect to� using the boundary conditions of �� = 0 at � = 0 and
� = 1, � -velocity and! are found:
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The geopotential� is given by the following hydrostatic relation:
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3.2.2.2 Vertical Finite Di� erence Scheme

The vertical �nite di� erence scheme is coded according to Simmons and Burridge (1981). The prognostic
variables uuu, T, q andqc are de�ned on the full levels, while� (including vertical �uxes) is de�ned on half-
integer levels. Pressure on half-integer levels are expressed as

pk� 1=2 = Ak� 1=2 + Bk� 1=2pS (k = 1; 2; : : : ; kmax) (3.2.9)

Here, the level indexk increases with height,kmaxis the index of the highest model level,Ak� 1=2 = A(� k� 1=2)
and Bk� 1=2 = B(� k� 1=2). A1=2 is set to zero so that the lowest level coincides with the ground surface, and
values ofBk� 1=2 above 50hPa are set to zero so that these levels coincide with constant pressure surfaces. For
intermediate levels,Ak� 1=2 andBk� 1=2 vary smoothly withk.

From the hydrostatic relation given by Eq. (3.2.8) the �nite di� erence form of geopotential on the full level
is chosen as
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Here,� S is the geopotential at the surface. The pressure gradient force term in Eq. (3.2.1) and the adiabatic
heating rate term in Eq. (3.2.2) can then be written in discretized form as
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respectively.Cp is the speci�c heat capacity at the constant pressure of moist air. The vertical mass �ux in Eq.
(3.2.6) is discretized as
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3.2.2.3 Horizontal Grid

To mitigate the overconcentration of grid points at high latitudes and lower the computational cost, a reduced
Gaussian grid is adopted for the GSM. The number of east-west grid points at each latitude is determined
based on the magnitude of associated Legendre functions, which is negligibly small at high latitudes and in
high orders. With this method, the computational cost of Legendre transformation can also be reduced (Juang
2004). The number of east-west grid points is in fact restricted by FFT package speci�cations, the number of
east-west decompositions in parallelization and the interval of coarser radiation grids.

3.2.2.4 Semi-implicit Semi-Lagrangian Formulation

Prior to integration, the forecast equations (Eq. (3.2.1) - Eq. (3.2.5)) are rewritten in the form ofdHX=dt =
@X=@t + uuu � r X = R with vertical advection terms incorporated intoR on the right-hand side. These equations
are integrated with respect to time along the trajectory of the parcel from the departure pointD at timet to the
arrival pointA at timet + � t. The linear termL separated from the forcing termR is treated semi-implicitly
(i.e. using a trapezoidal rule), and the remainingR, including vertical advection terms, are treated with spatial
averaging (Tanguayet al.1992).

The resulting linear terms are slightly ampli�ed by the factor� = 1:2 for computational stability, and the
following is obtained:

XA+ � XD0 = � t
RA0 + RD(+)

2
+ � t�

"
LA+ + LD�

2
�

LA0 + LD0

2

#
(3.2.15)

SuperscriptA represents the arrival point xxxi j assumed to be on the Gaussian grid, andD is the departure
point xxxi j � ��� (the displacement vector��� , whose calculation will be described later). The abbreviations used
above are the same as those forXA+ = X(xxx; t + � t); XD0 = X(xxx � ���; t), RA0 = R(xxx; t); RD(+) = R(xxx � ���; t + � t)
and others.RD(+) is calculated based on extrapolation with respect to time. Rearranging the terms of the above
equations gives a system of linear equations for the unknown valuesXA+ :
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3.2.2.5 Vertically Conservative Semi-Lagrangian Scheme

Yoshimura and Matsumura (2003, 2004) developed a vertically conservative semi-Lagrangian scheme in which
vertical advection is treated separately from horizontal advection so that the model preserves conservative
vertically integrated quantities such as water vapor under non-dissipative conditions. This separate treatment
also reduces the model’s cost of interpolation.

Eq. (3.2.16) can be reformulated with �ux forms appropriate for a scheme in which vertical advection can
retain conservative properties. Beginning with Eq. (3.2.5) and Eq. (3.2.1) - Eq. (3.2.4), rewriting is performed
as follows:
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Here,X represents uuu, TV, q andqc, andRX = dX=dt. The parallel nature of these equations is easily recog-
nizable. The �rst term on the right hand side of these equations represents the increase caused by horizontal
convergence, and the second term is the increase caused by vertical �ux convergence. With respect to the
latter, whereq andqc being conservative whenRX = 0, devising a vertically integrated quantity that remains
unchanged in vertical advection appears to be a promising approach. A simple outline of the procedure is given
here for speci�c humidityq withoutRq.

Vertical discretization and time integration during the period� t described earlier give the following equa-
tions with the omission of terms related to the semi-implicit method for reasons of simplicity:
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pk� 1=2 =
kmaxX
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Here, the vertically cumulative quantityQ is de�ned as follows:

Qk� 1=2 =
kmaxX

k0=k

� Qk0; Qk = qk� pk; (k = 1; 2; : : : ; kmax+ 1) (3.2.22)

Eq. (3.2.20) rewritten for� Qk is found to be similar to Eq. (3.2.19) for� pk, and there is a clear correspondence
betweenQ andp. Computation ofQ can therefore be carried out in the �ve steps outlined below in a fashion
parallel to that ofp. The �rst two steps concern the operations inside the square brackets [: : :]D in the above
equations. The third step involves the calculation of variables at departure points based on interpolation. The
fourth and the �fth steps are similar to the �rst two, but for the operations in the square brackets [: : :]A.

1. First step: Horizontal divergence is calculated. As the mass of each layer� pk varies to� p0
k, the half-

level pressure valuespk� 1=2 by which layers are bound also shift top0
k� 1=2, which can be computed using

Eq. (3.2.21). The values ofqk remain constant under the horizontal convergenceq0
k = qk.
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2. Second step: Vertical �ux convergence is calculated using Eq. (3.2.14) as in the Eulerian scheme. In
the same way as in the �rst step,� p0

k varies to� p00
k , and the values ofp0

k� 1=2 shift to p00
k� 1=2 except

k = 1 (p0
1=2 = p00

1=2). In this step, the shift inQ0
k� 1=2 caused by the vertical �ux convergence is computed

based on interpolation fromQ0
k� 1=2(p0

k� 1=2) usingQ00
k� 1=2 = Q0

k� 1=2(p00
k� 1=2). This procedure ensures the

conservation of the total mass-weighted integralQ0
1=2 = Q00

1=2, becausep0
1=2 = p00

1=2 holds and the other
values ofp00

k� 1=2 (k = 2; 3; : : : ; kmax) merely have their intervals changed in the vertical column. New
values ofq00

k are computed using� Q00
k and� p00

k with Eq. (3.2.22).

3. Third step: Horizontal advection is incorporated by computing (� pk)D andqD
k via quasi-cubic interpola-

tion.

4. Forth step: Vertical �ux convergence is calculated at the arrival point via the second step.

5. Fifth step: Horizontal divergence is calculated at the arrival point via the �rst step.

The time-integration ofq andqc is completed based on these �ve steps, and that of uuu, TV andpS is followed
by the semi-implicit calculation shown in Eq. (3.2.16).

3.2.2.6 Departure Point Determination

The displacement vector��� (as yet undetermined) obeys the implicit equation

��� = � t
(

uuuk(xxxi j � ���; t + � t) + uuuk(xxxi j ; t)
2

)
(3.2.23)

which expresses that the horizontal advection during the time interval� t is related to the average of future
time-step wind value at the departure point and current time-step wind value at the arrival point (SETTLS;
Hortal 2002). To improve stability, a method based on wind integrated in a semi-Lagrangian scheme rather
than the time extrapolated wind is adopted (Yoshimura 2002). This implicit equation is solved by successive
insertions of��� . For the computation of these vector components, it is considered that the axes of the local coor-
dinates (�; ’ ) rotate due to the spherical metric as a parcel advances along a trajectory, as is the case whenever
horizontal vector components are interpolated on a sphere. The wind at the departure point is computed from
linear interpolation except for the last third of the iteration, for which a quasi-cubic approach is used.

3.2.2.7 Spectral Method and Horizontal Di� usion

Spectral variables (i.e. vorticity� (= zzz � r � uuu), divergenceD(= r � uuu), TV and ln(pS)) are expanded in terms
of spherical harmonics with triangular truncation. In accordance with the framework of the semi-Lagrangian
scheme, a linear Gaussian transformation grid is used. By solving the semi-implicit equations, horizontal
di� usion and variables such as the di� erentials on the sphere are calculated using the spectral method (Bourke
1974; Hoskins and Simmons 1975). The remaining variablesq andqc are de�ned only on grid points.

To prevent the accumulation of small scale noise (spectral blocking), fourth-order linear horizontal di� usion
is applied to� , D andTV backward and implicitly for the spectral forms in the independent step after semi-
implicit time integration:
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Here, K is the horizontal di� usion coe� cient anda is the radius of the earth. Bars over variables indicate
the global average on the� -surface. Angular momentum conservation does not allow the horizontal di� usion
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process to work on vorticity with total wave number 1 as shown by Eq. (3.2.24a). Di� usion for virtual
temperature is modi�ed to work on the constant pressure surface; otherwise, di� usion on a declining� -surface
may produce spurious mixing along steep mountain slopes. The di� usion coe� cient is chosen so that the
power spectrum of enstrophy coincides with that expected based on two-dimensional turbulence theory. In
layers above 100hPa, the coe� cient is gradually enhanced with height to simulate a sponge layer that absorbs
waves incident upon the upper boundary. Rayleigh friction is also implemented for layers above 50hPa.

3.2.3 Radiation

The radiative heating rate is computed as the divergence of net radiation �uxesF:
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whereg is the acceleration of gravity andCp the speci�c heat at the constant pressure of moist air.
Solving radiative transfer equation is computationally very expensive. In order to reduce computational

costs, full radiation computation is performed only every three hours for longwave and hourly for shortwave
on a coarser (reduced radiation) grid.

3.2.3.1 Longwave Radiation

The basic framework for longwave �ux and cooling rate computation follows the method of Chouet al.(2001).
Longwave radiation is treated using the broad-band �ux emissivity method for nine spectral bands shown in
Figure 3.2.1.

Figure 3.2.1: Spectral regions for evaluation of broad-band transmissivity. Letters represent transmittance
calculation methods: K:k-distribution method; T: table look-up method; C: parameterization for water vapor
continuum absorption.

Assuming a non-scattering atmosphere, the net longwave radiation �uxF can be given by

F(p) = C (p; ps) � B (Ts) � (p; ps) +
Z 0

ps

C
�
p; p0� � B(T0)

@�(p; p0)
@p0 dp0 (3.2.26)

whereps is the surface pressure,Ts the surface temperature, andT the air temperature.� (p; p0) denotes the
band transmissivity between pressuresp andp0, andB(T) the total Planck function.C (p; p0) is the clear sky
fraction between pressuresp andp0 derived from fractional cloud cover assuming the maximum-random cloud
overlap proposed by Geleyn and Hollingsworth (1979). Since clouds are treated as blackbodies, the e� ective
cloudiness of semi-transparent cloud is given by the product of horizontal coverage and emissivity.

Band transmissivity is normalized using the Planck functionB� (T) for each absorber in a given spectral
region� � :
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whereT0 is 250K. Depending on the absorber and the spectral band, band transmissivity is evaluated with three
di� erent approaches: the pre-computed table look-up method (Chou and Kouvaris 1991), thek-distribution
method (Arking and Grossman 1972) for line absorption, and parameterization for water vapor continuum
absorption. Gas absorption data are derived from HITRAN2000 (Rothmanet al.2003) for water vapor, carbon
dioxide, ozone, methane, nitrous oxide and three CFCs. The e-type and P-type continuum absorption by water
vapor is treated after the method of Zhong and Haigh (1995) with some re�nement. In order to consider
the broadening of absorption lines in thek-distribution method, the absorption coe� cient is adjusted using
a pressure scaling technique based on the Line-By-Line calculation. A di� usivity factor of 1.66 is used to
approximate integration over the direction of radiance transmission.

3.2.3.2 Shortwave Radiation

Shortwave scattering and absorption are modeled in a two-stream formulation using the delta-Eddington ap-
proximation (Josephet al.1976; Coakleyet al.1983). The spectrum is divided into 22 bands based on Freiden-
reich and Ramaswamy (1999), while absorption by water vapor in the near-infrared region is based on Briegleb
(1992). Assuming a plane parallel atmosphere, the di� use radianceI is governed by the following radiative
transfer equation:

�
dI
d�

+ I =
! 0

2

Z +1

� 1
p(�; � 0)I (�; � 0) d� 0 +

! 0

2
S0p(�; � 0) exp

 
�

�
� 0

!
(3.2.28)

where� is the optical thickness,! 0 the single scattering albedo, andS0 the incident solar irradiance in the
direction� 0 (the cosine of the solar zenith angle). The scattering phase functionp(�; � 0) de�nes the probability
that radiation coming from direction� 0 is scattered in direction� . In the delta-Eddington method, the phase
function is formed as a linear expression of� with the fraction of forward-scattering peakf :

p(�; � 0) = 2 f � (� � � 0) + (1 � f )
 
1 + 3

g � f
1 � f

�� 0
!

(3.2.29)

where� (� � � 0) is the Dirac delta function andg the asymmetry factor.
Considering an atmosphere where the fractionCtotal (which depends on cloud overlap assumption) is cov-

ered by clouds, the total shortwave radiation �ux is given as a weighted average of the �uxes in the cloudy and
clear sky fractions of the column as follows:

F = CtotalFcloudy + (1 � Ctotal)Fclear� sky (3.2.30)

The re�ectance and transmittance of the cloudy and clear sky fraction of the layer are calculated as functions
of the total optical thickness� total, the total single scattering albedo! 0 total and the total asymmetry factorgtotal
of the layer:

� total = � R + � g + � a + � c (3.2.31a)

! 0 total =
� R + ! 0a� a + ! 0c� c

� R + � g + � a + � c
(3.2.31b)

gtotal =
ga! 0a� a + gc! 0c� c

� R + ! 0a� a + ! 0c� c
(3.2.31c)

where the subscriptsR, g, a andc denote molecular Rayleigh scattering, gaseous absorption, and Mie scatter-
ing/absorption caused by aerosols and cloud droplets, respectively.

The cloud optical properties are parametrized as functions of the cloud water path CWP and the e� ective
radius of liquid droplets or ice particlesre as follows:
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� c = CWP(a + b=re) (3.2.32a)
1 � ! 0c = c + dre (3.2.32b)

gc = e+ f re (3.2.32c)

where the coe� cientsa; : : : ; f are speci�ed di� erently for liquid droplets (Slingo 1989) and for ice particles
(Ebert and Curry 1992).

3.2.3.3 Radiatively Active Constituents

Radiatively active gases considered in the scheme are prognostic water vapor, climatological ozone, globally
uniform carbon dioxide (at 375ppmv), oxygen (at 209490ppmv), methane (at 1.75ppmv), nitrous oxide (at
0.28ppmv) and CFC-11, CFC-12 and HCFC-22 (at 0.3, 0.5, 0.2ppbv, respectively). Monthly mean concentra-
tions of ozone are speci�ed by three-dimensional Chemical Transport Model calculation(see Subsection 3.8.4).
Aerosol optical depth climatology is based on total-column value from Moderate Resolution Imaging Spectro-
radiometer (MODIS) and Total Ozone Mapping Spectrometer (TOMS) observations with seasonal variation.
Other optical properties of aerosols are speci�ed as continental and maritime background values without sea-
sonal variation. The e� ective radius of cloud liquid droplets is �xed at 13 and 10 micrometers over the ocean
and land, respectively. The e� ective radius of ice particles depends on temperatureT and cloud ice content
IWC (Wyser 1998) as follows:

B = � 2 + 10� 3(273� T)1:5 log10
IWC
IWC0

(3.2.33)

re = 377:4 + 203:3B + 37:91B2 + 2:3696B3 (3.2.34)

where IWC0 is 50gm� 3.

3.2.4 Cumulus Convection

3.2.4.1 Cumulus Model

An economical version of the Arakawa-Schubert scheme (Arakawa and Schubert 1974) developed by JMA is
implemented. For economical computation, two simpli�cations are introduced. First, the vertical pro�le of the
upward mass �ux� is assumed to be a linear function of heightz, as proposed by Moorthi and Suarez (1992),
in the form of� = 1+ � (z� zb), where� denotes the entrainment rate andzb is the cloud base height. Secondly,
the mass �ux at the cloud base is determined by solving a prognostic equation (Randall and Pan 1993) rather
than by applying quasi-equilibrium assumption. The cloud base level is �xed near 900 hPa in the model. The
moist static energy and other thermodynamic properties of the upward mass �ux at the cloud base are given by
the grid-scale values at the maximum moist static energy level below the base.

Following the concept of Arakawa and Schubert (1974), the ensemble e� ect of multiple types of cumuli is
considered. Each type is de�ned by the level of the cloud top, where the updraft cloud mass loses buoyancy and
detrainment occurs. The entrainment of the environmental air mass is considered during the upward movement
of the cloud air mass. The entrainment rate� of each cumulus is determined based on a no-buoyancy condition
at the cloud top. The upper limit of� is set to 1� 10� 3 m� 1.

Here it is assumed that all condensed water in the updraft is carried up to the cloud top. Part of this water
falls into the environment as rain, and the rest is detrained as cloud water. The ratio of rainwater and cloud
water changes linearly with cloud depth. Detrained cloud water is redistributed to layers where the temperature
is below freezing point.

3.2.4.2 Upward Mass Flux

The following prognostic equation is used for upward mass �ux at the cloud baseMB:
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dMB(� )
dt

= max
 
A(� ) � f A0(� )

2�
; 0

!
min

 
�

� min
; 1

!
max(� max; 0)

 
� p

� pe�

!
�

MB(� )
2� d

(3.2.35)

whereA denotes the cloud work function,A0 is the average of observed cloud work functions as given by Lord
and Arakawa (1980),� p is the depth of model cloud top layer,� pe� is the e� ective depth of the cloud top,
and� d is the time constant of cumulus kinetic energy decay. The parameterf is introduced to incorporate the
e� ects of grid-scale vertical wind and convective inhibition. This is given by

f =
!
! 0

+
Ai

Ai0
+ c (3.2.36)

where! denotes the vertical pressure velocity at the lowest level,Ai represents the work involved in lifting
the parcel to the level of free convection, and! 0, Ai0 andc are empirically determined constants. In order to
suppress tall cumuli in dry conditions and incorporate the e� ects of turbulence in the planetary boundary layer,
the parameter� min is de�ned as follows:

� min = max
 
0:9 � RH

0:2
; 10� 3

!
�

0:3
5l0

(3.2.37)

where RH denotes the vertical mean of relative humidity between the cloud base and the cloud top, andl0
represents the mixing length of the planetary boundary layer. The parameter� max is introduced to suppress tall
cumuli with unnaturally large entrainment rates, and is de�ned as

� max = min
 

� � � 2

� 1 � � 2
; 1

!
(3.2.38)

where� 1 = a1=(zt � zb), � 2 = a2=(zt � zb), zt is the cloud top height, anda1 anda2 are empirically determined
constants.

3.2.4.3 Convective Downdraft

The convective downdraft associated with cumulus convection a� ects the environment by reducing the net
upward mass �ux and detrainment from the downdraft. For reasons of economy, only one type of downdraft is
assumed, while many types are considered in the updraft scheme.

The downdraft is initiated at the level where the net upward mass �ux is reduced to half of that at the cloud
base. The downdraft mass �uxMd at the cloud base is given by

Md = 0:4MB (3.2.39)

Entrainment from the environment is assumed to occur above the cloud base, while detrainment is assumed
to occur both above and below it. The entrainment and detrainment rates are set to the same constant value
above the cloud base.

3.2.4.4 Triggering Mechanism

The convective triggering mechanism proposed by Xie and Zhang (2000) known as the dynamic CAPE gener-
ation rate (DCAPE) is used in the cumulus parameterization. DCAPE is de�ned as follows:

DCAPE= (CAPE(T � ;q� ) � CAPE(T;q)) =� t (3.2.40)

whereT is the temperature,q is the speci�c humidity, and(T � ;q� ) are(T;q) plus the change caused by overall
large-scale advection over a certain time period� t (the integration time step used in the model). These values
are equivalent to(T;q) just after dynamics calculation. CAPE is de�ned as

CAPE=
Z zLNB

zLFC

g
Tu

v � Tv

Tv
dz (3.2.41)
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wherezLFC andzLNB are the height of the level of free convection and that of neutral buoyancy, respectively,
g is the acceleration of gravity, andTv is the virtual temperature. The superscriptu denotes air parcel lifting.
Deep convection is assumed to occur only when DCAPE exceeds an empirically determined critical value.

3.2.4.5 Mid-level Convection

In the extratropics, moist convection does not always arise from the top of the planetary boundary layer. Ac-
cordingly, a mid-level convection scheme is incorporated to represent cumulus convection with its roots in the
free atmosphere. The cloud base of mid-level convection is given by the maximum moist static energy level in
the vertical column. The cloud top is de�ned as the level where an air mass rising from the cloud base with a
constant entrainment rate loses buoyancy. The upward mass �ux at the cloud base is given by

dMB

dt
=

A
2�

�
MB

2� d
(3.2.42)

whereA is a cloud work function.

3.2.4.6 Convective Momentum Transport

The parameterization of convective momentum transport follows the scheme proposed by Kershaw and Gre-
gory (1997) and Gregoryet al. (1997). The horizontal momentum tendency caused by convection is parame-
terized as

@
�
� v

�

@t
= �

@Mu

@z
vu +

@
@z

�
Muv

�
+

@Md

@z
vd �

@
@z

�
Mdv

�
(3.2.43)

wherev is the horizontal component of the wind vector,� is the air density, andMu andMd are upward and
downward mass �uxes. The overbars denote the average over the horizontal grid, and the superscriptu(d)
denotes a contribution from the convective upward (downward) domain. Entrainment and detrainment are
assumed to occur between the cloud base and the cloud top.

3.2.4.7 E� ects on Large-scale Tendencies

The e� ects of cumulus convection on large-scale tendencies are calculated using large-scale budget equations.
The major contributions of such convection are made through 1) compensating downward motion, 2) detrain-
ment of moisture from updraft at the cloud top, 3) detrainment from convective downdraft, and 4) convective
momentum transport.

3.2.5 Clouds and Large-scale Precipitation
Clouds are prognostically determined in a fashion similar to that proposed by Smith (1990). The simple sta-
tistical approach proposed by Sommeria and Deardor� (1977) is adopted for the calculation of cloud amounts
and their water content. In each grid box, the total water content (water vapor and cloud water) and the liquid
water temperature are assumed to vary due to unresolved atmospheric �uctuations with uniform probability
distribution. The cloud fractionC is given by the part of the grid box where the total water contentqw exceeds
the saturation speci�c humidityqs:

C =
aL

�
qw � qs (TL)

�
+ � qw

2� qw
(3.2.44a)

aL =
1

1 + L
Cp

� @qs
@T

�
T=TL

(3.2.44b)

whereL is the latent heat of condensation,Cp is the speci�c heat at constant pressure,� qw is the maximum
local deviation from the grid-box mean total water contentqw, andTL is the liquid water temperature, de�ned
as
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TL = T �
L

Cp
qc (3.2.45)

whereT is the temperature andqc is the cloud water content. In addition to this, for the representation of marine
stratocumulus clouds, the cloud fractionC is diagnosed using the following scheme proposed by Kawai and
Inoue (2006) when speci�c conditions are met:

C = 12:0
 
�

@�
@p

� 0:07
!

(3.2.46)

where� is the potential temperature andp is the pressure. Liquid (ice) cloud is assumed when the temperature
is above 0� C (below � 15� C). Between� 15� C and 0� C, mixed-phase cloud is present and the mixing ratio
changes linearly with temperature.

Parameterization for the rate of conversionP from cloud water to precipitation follows the scheme proposed
by Sundqvist (1978):

P = c0qc

2
6666641 � exp

8>><
>>: �

 
qc

Cqcrit
c

!2
9>>=
>>;

3
777775 (3.2.47)

where 1=c0 represents a characteristic time scale for the conversion of cloud droplets into raindrops, andqcrit
c

is the critical cloud water content at which the release of precipitation becomes e� cient. The coalescence
process (collection of cloud droplets by raindrops falling through a cloud) and the Bergeron-Findeisen e� ect
(enhancement of precipitation release in clouds containing a mixture of droplets and ice crystals) are modeled
following Sundqvistet al. (1989).

Based on Kessler (1969) and Tiedtke (1993), the evaporation rateE for large-scale precipitation is param-
eterized as

E = b �
1
� e

� (qs � q) �

8>><
>>:

 
p
ps

!1=2 1
b

Pl

Pl0

9>>=
>>;

0:577

(3.2.48)

whereb is the clear-sky precipitation fraction (set at 0:5),qs is the saturation speci�c humidity,p is the pressure,
ps is the surface pressure, andPl is the local precipitation rate. The values of constants are 1=�e = 5:44 �
10� 4 s� 1 andPl0 = 5:9 � 10� 3 kg m� 2 s� 1. The melting process and snow sedimentation are also considered.

3.2.6 Surface Turbulent Fluxes

Surface turbulent �uxes are formulated with bulk formulae following the Monin-Obukhov similarity theory:

(w0vvv0)s = � Cmjvvv1jvvv1 (3.2.49)

(w0� 0)s = � Chjvvv1j(� 1 � � s) (3.2.50)

(w0q0)s = � Chjvvv1j(q1 � qs): (3.2.51)

Here vvv = (u; v) represents horizontal wind,� is potential temperature andq is speci�c humidity, and subscripts
�1� and � s� indicate variables at the lowest level of the model grid and at the ground surface, respectively.

The bulk Richardson numberRiB is de�ned as

RiB =
gz1(� � 1 � � � s)

T1jvvv1j2
(3.2.52)

wherez1 is the height of the lowest level of the model grid above the ground, and� � is the virtual potential
temperature.
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Using the stability functions proposed by Louiset al. (1982), the exchange coe� cients can be written as
follows:

Cm =

8>>>>>>><
>>>>>>>:

 m

1 + 10RiB=
p

1 + 5RiB
RiB > 0

 m

"
1 �

10RiB

1 + 75 m
p

z1jRiBj=z0m

#
RiB � 0

(3.2.53)

Ch =

8>>>>>>><
>>>>>>>:

 h

1 + 15RiB=
p

1 + 5RiB
RiB > 0

 h

"
1 �

15RiB

1 + 75 h
p

z1jRiBj=z0h

#
RiB � 0

(3.2.54)

 m =
k2

ln (z1=z0m) ln (z1=z0m)

 h =
k2

ln (z1=z0m) ln (z1=z0h)
(3.2.55)

wherek is von K·arm·an’s constant (= 0:4), while z0m andz0h are the surface momentum and heat roughness
lengths, respectively.

Over land, surface roughness lengths (z0m = z0h) are determined based on vegetation types, and are a� ected
by snow cover. Over ocean, surface wind stress depends on oceanic waves excited by surface winds. Roughness
length and wind-induced stress are iteratively calculated in the model. Following the method of Beljaars (1995),
surface roughness lengths over ice-free ocean are determined from Charnock’s relation (Charnock 1955):

z0m =
0:11�

u�
+

�
g

u2
�

z0h =
0:62�

u�
(3.2.56)

whereu�
�
�

���(w0vvv0)s
���
�

is the friction velocity,� is the kinematic viscosity of air (= 1:5 � 10� 5m2=s) and� the
Charnock coe� cient (= 0:020). The surface roughness length over sea ice is �xed at 0:001m.

3.2.7 Vertical Turbulent Di � usion
The level 2 turbulence closure scheme of Mellor and Yamada (1974) is used to represent the vertical di� usion
of momentum, heat and moisture. The turbulent transports are expressed as

w0vvv0 = � Km
@vvv
@z

(3.2.57)

w0s0
L = � Kh

@sL

@z
(3.2.58)

w0q0
w = � Kh

@qw

@z
(3.2.59)

wheresL(� CpT + gz� Lqc) is the liquid water static energy andqw(� q + qc) is the total water content.
Following the mixing-length theory, the di� usion coe� cients can be written as

Km = l2
�����
@vvv
@z

����� fm(Ri) (3.2.60)

Kh = l2
�����
@vvv
@z

����� fh(Ri) (3.2.61)
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where the mixing lengthl is given according to Blackadar (1962) as;

l =
kz

1 + kz=l0
: (3.2.62)

The asymptotic mixing lengthl0 is determined from sub-grid scale orographic variances and the planetary
boundary layer depth.

The stability functionsfm and fh are given following Mellor and Yamada (1982). The gradient Richardson
numberRi is de�ned after the method of Smith (1990),

Ri = g
(

�� s
@sL

@z
+ �� Q

@qw

@z

) , �����
@vvv
@z

�����
2

(3.2.63)

where�� s and �� Q are buoyancy parameters in terms of the cloud-conserved quantitiessL andqw, respectively.

3.2.8 Gravity Wave Drag
The parameterization for the orographic gravity wave drag consists of two components; one for long waves
(wavelength> 100km) and the other for short waves (wavelength� 10km). The long waves are assumed to
propagate upward until reaching wave-breaking levels mainly in the stratosphere and exert drag there (type A
scheme), while short waves are always regarded as trapped and dissipated within the lower troposphere (type B
scheme). Therefore the fundamental di� erence between the two schemes appears in the vertical distribution of
the momentum deposit. The type A scheme is based on Palmeret al. (1986) with some modi�cations. Details
of type A and B schemes are explained in Iwasakiet al. (1989).

In both schemes, the momentum �ux� r excited by subgrid-scale variances of topography� 2 is determined
by

� r = min
�
Cgw � r Nr vr � 2; j� r; satj

�
vr=vr (3.2.64)

where

� r; sat = Cgw � r Nr vr

 
� r

2FcNr

!2

vr=vr (3.2.65)

Cgw is constant,� air density,N Brunt-V¤ais¤al¤a frequency,Fc critical Froude number,v the intrinsic velocity
andv = jvj. The subscriptr denotes the reference level where the gravity wave stresses (momentum �uxes)
are generated. There is a maximum of the momentum �ux due to the valley blocking phenomenon, which is
caused by stagnant �ow near bottoms of valleys. This phenomenon occurs when the Froude number is below
a critical value. The blocking e� ectively reduces the amplitudes of gravity waves. The topographic variances
� 2 are derived from the GTOPO30, which is 3000� 3000geographical data. First, the mean elevation (hm) and
its standard deviation (� m) over a 50 � 50 grid box are evaluated from GTOPO30. The standard deviation of
(hm � h) in a Gaussian grid box is regarded as� in the type A scheme whereh denotes the model topography,
while the average of� m in the Gaussian grid box is regarded as� in the type B scheme.

In the type A scheme, the momentum deposit is determined by the amplitude saturation hypothesis. The
gravity wave stress at the (k + 1=2)-th level is given by

� k+1=2 = min
� ���� k� 1=2

��� ; j� satj
�
� r=j� r j (3.2.66)

where

� sat = Cgw � N
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(3.2.67)

� is a function of the Richardson number

Ri = N2
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� r
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(3.2.68)
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The wave stress of short gravity waves decreases with altitude due to nonhydrostatic e� ects (e.g., Wurtele
et al. 1987). In the type B scheme, the wave stress is simply assumed to be a quadratic function of pressure
and to vanish around 700hPa as follows:

� (p) =

8>>>>><
>>>>>:

� (ps) �
(p=ps � 0:7)2

0:32 p=ps � 0:7

0 p=ps < 0:7
(3.2.69)

Gravity wave drag is calculated by taking a vertical convergence of gravity wave �uxes as follows:

@v
@t

=
1
�

@�
@z

(3.2.70)

3.2.9 Land Surface Processes

The Simple Biosphere scheme (SiB) developed by Sellerset al. (1986), Satoet al. (1989a) and Satoet al.
(1989b) is implemented in the model. Evapotranspiration from dry leaves considerably reduces the Bowen
ratio during daylight hours. Figure 3.2.2 shows heat and water �ows in the analogy of an electric circuit.

Figure 3.2.2: Schematic illustration of SiB. The temperatureTa and the speci�c humidityqa of the canopy
space are related to variables at the lowest level of the model grid by the surface boundary layer scheme
(Modi�ed from Sellerset al. (1986)).

The governing equations for the canopy temperatureTc, the ground surface temperatureTg and the deep
soil temperatureTd are

Cc
@Tc

@t
= Rn

c � Hc � � Ec (3.2.71)

Cg
@Tg

@t
= Rn

g � Hg � � Eg �
2� Cg

� D

�
Tg � Td

�
(3.2.72)
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�
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�
(3.2.73)

whereC is heat capacity,Rn is net radiation,H is sensible heat,E is the evapotranspiration rate,� is the latent
heat of evaporation of water, and� D is the length of the day. The su� xesc, g andd denote the canopy, the
ground/ground grass and the deep soil, respectively.Tg andTd are predicted using the force-restore method
(Deardor� 1978). The initial conditions ofTc, Tg andTd are those of the �rst guess, the 6-hour forecast initiated
6 hours before.

Water storage on leaves of the canopyMc and the ground grassMg are predicted using

@Mc

@t
= Pc � Dc �

Ewc

� w
(3.2.74)

@Mg

@t
= Pg � Dg �

Ewg

� w
� � Msn (3.2.75)

whereP represents precipitation over leaves,D is water drainage from leaves,Ew is the evaporation of liquid
water on leaves,� w is water density and� Msn is the amount of snow melt. WhenTc (Tg) is below the freezing
point of water,Mc (Mg) represents ice on canopy leaves (snow water equivalent on the ground).

Soil moisture is predicted in three layers. Vegetation draws water from the soil and transfers it directly
to the air. In this relation, stomatal resistance (which depends on soil moisture, humidity and solar radiation
intensity) considerably controls transpiration. The prognostic equations used for soil moisture in each layer are
as follows:
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(3.2.76)
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(3.2.77)
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(3.2.78)

whereWi is the soil moisture wetness of thei-th soil layer,� s is soil porosity,Di is the thickness of thei-th
soil layer,P1 is in�ltration of precipitation,Qi; j is the water �ux caused by the di� erence in matric potential
between thei-th and j-th soil layers,Q3 is gravitational drainage,Es is evaporation from bare soil,Edc; i is water
drawn from thei-th soil layer by canopy transpiration, andEdg; i is that drawn by ground grass transpiration.
The �rst soil layer is the top one. The surface over�ow and the gravitational drainage of water are counted as
the run-o� Qr as follows:

Qr = P0 � P1 + Q3 (3.2.79)

where

P0 = Ptotal �
�
Pc + Pg

�
+

�
Dc + Dg

�
(3.2.80)

Ptotal is total precipitation andP0 is precipitation reaching the ground.P1 is limited due to the hydraulic
conductivity of saturated soil. The initial condition for soil moisture is based on climatological data published
by Willmott et al. (1985). Snow depth data from Snow Depth Analysis (see Section 2.8) are used to set the
initial value of snow water equivalentMg, assuming a constant snow density of 200kg=m3.

SiB is connected to the surface boundary layer scheme through the temperatureTa and the speci�c humidity
qa of the canopy space. Roughness lengths are based on the vegetation types in the SiB scheme.
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3.2.10 Parallelization
In the GSM, Open Multiprocessing (OpenMP) is employed for shared memory parallelization, and a Message
Passing Interface (MPI) is used for distributed memory parallelization. A two-dimensional decomposition
method is adopted for parallelization among processes.

Figure 3.2.3 shows the schematic design of parallelization. There are �ve computational stages in the
performance of spherical harmonic transformation and the semi-Lagrangian advection scheme, and appropriate
decompositions are selected in each stage.

At the grid stage, since all vertical levels exist in a same rank for the computation of physical processes
and non-linear terms of dynamical processes, variable arrays are decomposed into east-west and north-south
direction. North-south decomposition follows a cyclic order, and is applied in such a way that the order of
ranking is reversed alternately. This helps to mitigate load imbalances associated with physical parameteriza-
tion and the number of grid points, since their computational loads depend mainly on latitudinal zones. At the
Fourier stage, since all east-west grid points exist in a same rank for the performance of Fourier transforma-
tion, variable arrays are decomposed into north-south and vertical direction. At the Legendre stage, since all
north-south grid points exist in a same rank for the performance of Legendre transformation, variable arrays
are decomposed into vertical and longitudinal wavenumber direction. At the wavenumber stage, since all ver-
tical levels exist in a same rank for the solution of Helmholtz equations in the semi-implicit scheme, variable
arrays are decomposed into longitudinal and total wavenumber direction. Communication among these four
stages can be performed independently within each subset based on the provision of two restrictions for the
number of decompositions: 1) the number of decompositions for the east-west direction, the vertical direction
and the total wavenumber direction must be the same, and 2) the number of decompositions for the north-south
direction and the longitudinal wavenumber direction must be the same.

At the horizontal advection stage, variable arrays are decomposed into vertical and north-south direction.
To reduce the amount of communication relating to halo regions, the number of decompositions for the north-
south direction is made as small as possible. Unlike communication in the stages described above, global
communication is required for interaction between the grid stage and the horizontal advection stage.

3.2.11 Surface Boundary Conditions
Model topography is derived from GTOPO30 data, while land-sea distribution is determined in reference to
the Global Land Cover Characteristics (GLCC) database compiled by the U.S. Geological Survey (USGS) and
others. Vegetation types are based on Dorman and Sellers (1989).

Analyzed daily sea surface temperature (SST) (see Section 5.2) data and sea ice concentration (SIC) are
used as initial conditions for the sea surface in the GSM. The amount of change in these variables during the
temporal integration of the model is equivalent to the time interpolated variation in monthly climatological data
given by the NOAA OI SST (Reynolds and Smith 1994) and the climatological SIC derived using the method
of Nomura (1998). A sea area where SIC exceeds 55% is regarded as a sea ice area in the GSM.

3.2.12 Initial Conditions
The initial conditions for zonal wind, meridional wind, temperature, speci�c humidity and surface pressure
are provided from 4D-Var global objective analysis (see Section 2.5). The initial conditions for cloud water
content, cloud cover (for radiation), convective mass �ux at cloud base, canopy temperature, ground surface
temperature and deep soil temperature are those of the �rst guess. Soil moisture data in the �rst step are
climatological values. The value obtained from snow depth analysis (see Section 2.8) is used to determine the
initial snow water equivalent and to adjust the initial ground surface temperature.

58



Figure 3.2.3: Schematic design of the parallelization. The number of processes used is assumed to be 4 in this
example. Colors in the �gure represent the rank for the computation in that area; red is rank 0, yellow is rank
1, blue is rank 2 and green is rank 3.
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3.2.13 Forecast Performance
Figure 3.2.4 shows Root Mean Square Error (RMSE) for 24, 72 and 120 hours forecast of 500hPa geopotential
height against analysis in the northern hemisphere extra-tropics. Dashed lines indicate the monthly means and
solid lines represent 13-month running means. Substantial improvements of the forecast performance are seen
at the timing of the upgrades of GSM (see Subsection 3.2.1).

Figure 3.2.4: Root Mean Square Error of GSM 500hPa geopotential height predictions (Z500) against analysis
in the northern hemisphere extra-tropics (20� N � 90� N). Dashed lines indicate the monthly means, and solid
lines represent 13-month running means.

The predictions of tropical cyclone (TC) track and central pressure are veri�ed against the best track an-
alyzed by the RSMC Tokyo - Typhoon Center in JMA. The mean position error of TC track predictions of
GSM in the western North Paci�c is shown in Figure 3.2.5. It is found that the mean position error is gradually
reduced during the period from 1996 through 2011 corresponding to the improvements of GSM, but with the
inter-annual variations of TC occurrences and so on. Figure 3.2.6 shows the bias and Root Mean Square Error
(RMSE) of central pressure predictions for 2010 and 2011. The di� erences of the performance of TC central
pressure predictions between 2010 and 2011 appear to be the inter-annual variations.
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Figure 3.2.5: Mean position error of TC track predictions of GSM in the western North Paci�c from 1996
to 2011. The lines represent 24 hours forecast (red), 48 hours forecast (green), and 72 hours forecast (blue),
respectively.

Figure 3.2.6: Bias and RMSE of TC central pressure predictions of GSM in the western North Paci�c for 2010
and 2011. The horizontal axis is forecast time, and the vertical axis is TC central pressure. The circles and the
triangles indicate bias and RMSE, respectively.
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3.3 Ensemble Prediction Systems

3.3.1 Introduction

JMA routinely operates ensemble prediction systems (EPSs) to support forecasting work. As well as cov-
ering a wide range of prediction periods from early medium-range to seasonal forecasting, JMA’s suite of
EPSs supports the issuance of �ve-day tropical cyclone (TC) track forecasts. Totals of 11, 51 and 50 initial
conditions are integrated using a low-resolution version of JMA’s Global Spectral Model (GSM) to produce
an ensemble of 132-hour forecasts in the Typhoon EPS, 11-day forecasts in the One-week EPS, and 34-day
forecasts in the One-month EPS, respectively. In addition, 51 initial conditions are integrated using JMA’s
coupled Atmosphere-ocean General Circulation Model (CGCM) to produce an ensemble of 120-day forecasts
(covering 210 days �ve times a year) in the Seasonal EPS.

3.3.2 In Operation

3.3.2.1 System Con�guration

The speci�cations of all JMA’s operational EPSs are shown in Table 3.3.1.

Table 3.3.1: Speci�cations of JMA EPSs

Typhoon EPS One-week EPS One-month EPS Seasonal EPS

In
te

gr
at

io
n

Start of operation February 2008 March 2001 March 1996 March 2003
Ensemble size 11 51 50 51
Initial time 00, 06, 12 and 18 UTC12 UTC 12 UTC 00 UTC
Forecast range 132 hours 11 days 17 days on Sundays and

Mondays/34 days on
Wednesdays and Thurs-
days

7 months

E
P

S
m

od
el

Model type GSM (an atmospheric general circulation model) GSM coupled with the Mete-
orological Research Institute
Community Ocean Model
(MRI.COM) (a coupled
atmosphere-ocean general
circulation model)

Horizontal resolu-
tion

TL319y reduced Gaussian grid systemz

roughly equivalent to 0:5625� � 0:5625� (55
km) in latitude and longitude

TL159 reduced Gaussian
grid system roughly equiv-
alent to 1:125� � 1:125�

(110 km) in latitude and
longitude

GSM: TL95 Gaussian grid
system roughly equivalent to
1:875� � 1:875� (180 km)
MRI.COM: 1:0� � 1:0� in lati-
tude and longitude

Vertical resolution
(model top)

60 levels (0.1 hPa) GSM: 40 levels (0.4 hPa)
MRI.COM: 50 levels

A
tm

os
ph

er
ic

en
se

m
bl

e
se

tti
ng Initial perturbation

generator
Singular vector method Combination of the breed-

ing of growing modes
(BGM) method and the
lagged average forecasting
(LAF) method (25 BGMs
and 2 initial dates with
1-day LAF)

Combination of the BGM
method and the LAF method (9
BGMs and 6 initial dates with
5-day LAF)

Initial perturbed
area

Northwestern Paci�c
(20� N�60 � N, 100� E�
180� ) and the vicini-
ties of up to 3 TCs

Globe The Northern Hemisphere (20� N�90 � N) and
the tropics (20� S�20� N)

Model ensemble
method

Stochastic physics scheme Not introduced

yTL319 is an abbreviation of spectral triangular truncation 319 with a linear grid. The spectral method is described in Subsection 3.2.2.
zThe reduced Gaussian grid is described in Subsection 3.2.2.
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A low-resolution version of the GSM is used in the Typhoon EPS, the One-week EPS and the One-month
EPS. Accordingly, the dynamical framework and physical processes involved are identical to those of the GSM
(see Section 3.2) except for the horizontal resolution. Each unperturbed analysis is prepared by interpolating
the analyzed �eld in global analysis (see Section 2.5). The sea surface temperature analysis value (see Section
5.2) is used as a lower boundary condition and prescribed using the persisted anomaly, which means that the
anomalies shown by analysis for the initial time are �xed during the time integration. The sea ice concentration
analysis value is also prescribed using the persisted anomaly except with the One-month EPS, in which sea ice
climatology is adopted as a lower boundary condition.

The CGCM (see Section 3.4) is used in the Seasonal EPS. Unperturbed analysis for this EPS is obtained
from the JMA Climate Data Assimilation System (JCDAS) (see Section 2.10) and the ocean data assimilation
system (MOVE/MRI.COM-G) (see Section 5.3).

The model’s systematic bias is removed from the model results both for One-Month Forecasts and Seasonal
Forecasts. The bias is estimated in advance from the mean forecast error obtained from hindcast experiments.

3.3.2.2 Frequency

The frequency of operation di� ers with each EPS as detailed below.

1. Typhoon EPS

The Typhoon EPS consists of 11 forecasts run up to four times a day from base times at 00, 06, 12 and
18 UTC with a forecast range of 132 hours. The system is operated when any of the following conditions
is satis�ed:

� A TC of tropical storm (TS1) intensity or higher is present in the RSMC Tokyo - Typhoon Center’s
area of responsibility (0� �60 � N, 100� E�180� ).

� A TC is expected to reach TS intensity or higher in the area within the next 24 hours.

� A TC of TS intensity or higher is expected to move into the area within the next 24 hours.

2. One-week EPS

The One-week EPS consists of 51 forecasts run once a day from a base time at 12 UTC with a forecast
range of 11 days.

3. One-month EPS

The One-month EPS consists of 25 forecasts run four times a week on Sundays, Mondays, Wednesdays
and Thursdays from a base time at 12 UTC. The range of the forecasts run on Sundays/Mondays is 17
days, and that of the Wednesday/Thursday forecasts is 34 days. A 50-member lagged ensemble with a
forecast range of one month is used for the One-month Forecast issued on Fridays. A 50-member lagged
ensemble with a forecast range of two weeks is used for the Early Warning Information on Extreme
Weather, which is issued on Tuesdays and Fridays when a high probability of very high or very low
seven-day averaged temperatures is predicted in the week starting from �ve to eight days ahead of the
date of announcement.

4. Seasonal EPS

The Seasonal EPS consists of nine forecasts run every �ve days from a base time at 00 UTC with a
forecast range of seven months. A 51-member lagged ensemble is used for the Three-month Forecast
issued every month and for the Warm/Cold Season Forecast issued �ve times a year (in February, March,
April, September and October). The EPS is also used for the El Ni�no Outlook issued every month.

1A TS is de�ned as a TC with maximum sustained wind speeds of 34 knots or more and less than 48 knots.
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Table 3.3.2: SV calculation speci�cations

One-week EPS Typhoon EPS
Resolution Spectral triangular truncation 63 (T63), 40 levels
Norm Moist total energy
Target area Northern

Hemisphere
(30� N�
90� N)

Southern
Hemisphere
(90� S�30� S)

Tropics
(30� S�30� N)

Northwestern
Paci�c

(20� N�60 � N,
100� E�180� )

Vicinities of up to 3
TCs in the Typhoon

Center’s area of
responsibility

Physical process Simpli�ed physics Full physics Simpli�ed physics Full physics
Optimization time 48 hours 24 hours 24 hours 24 hours
Evolved SV Used Not used Not used
Number of perturbations 25 10 10 for each TC

3.3.3 Approach to Ensemble Initial Conditions
Two methods are employed to perturb the initial conditions for the atmosphere. One is the singular vector (SV)
method (Buizza and Palmer 1995), which is used for both the One-week EPS and the Typhoon EPS as initial
perturbation generators. The other is the breeding of growing modes (BGM) method (Toth and Kalnay 1993,
1997), which is used for both the One-month EPS and the Seasonal EPS. The following subsections describe
the speci�cations of these methods and outline how atmospheric ensemble initial conditions are generated for
each EPS.

For the Seasonal EPS, initial perturbations for the ocean are introduced in addition to those for the atmo-
sphere. These values are estimated using the ocean data assimilation system (MOVE/MRI.COM-G) forced
with surface heat and momentum �uxes in the atmospheric initial perturbation �elds.

3.3.3.1 SV Method

Table 3.3.2 summarizes the speci�cations of SV calculation for the One-week EPS and the Typhoon EPS.
The tangent-linear and adjoint models used for SV computation are lower-resolution versions of those used in
4D-Var (see Section 2.5) until October 2011. The models involve full dynamical core and physical processes
including surface �uxes, vertical di� usion, gravity wave drag, large-scale condensation, long-wave radiation
and deep cumulus convection. SVs based on tangent-linear and adjoint models incorporating full physical pro-
cesses are called moist SVs, while those based on models incorporating simpli�ed physical processes involving
surface �uxes and vertical di� usion are called dry SVs.

1. SV de�nition for the One-week EPS
In the One-week EPS, three targeted areas are used for SV calculation: the Northern Hemisphere (30� N�
90� N), the tropics (30� S�30� N) and the Southern Hemisphere (90� S�30� S). Dry SVs with a 48-hour
optimization time are computed for the Northern Hemisphere and the Southern Hemisphere, and moist
SVs with a 24-hour optimization time are computed for the tropics.

2. Norm of SV calculation for the One-week EPS
In the One-week EPS, the norm for evaluating the growth rate of dry and moist SVs is based on a total
energy norm that includes a speci�c humidity term (Barkmeijeret al.2001):

(x; Ey) =
1
2

Z 1

0

Z

S

"
r4 � 1� x � r4 � 1� y + r4 � 1Dx � r4 � 1Dy +

cp

Tr
TxTy

+wq
L2

c

cpTr
qxqy

#
dS

 
@p
@�

!
d� +

1
2

Z

S

"
RdTr

Pr
PxPy

#
dS: (3.3.1)

Here, � x, Dx, Tx, qx and Px are the vorticity, divergence, temperature, speci�c humidity and surface
pressure components of state vectorx respectively, and (x; Ey) is an inner product of state vectorsx and
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y with a norm operatorE. cp is the speci�c heat of dry air at a constant pressure,Lc is the latent heat of
condensation, andRd is the gas constant for dry air.Tr = 300 K is a reference temperature,Pr = 800
hPa is a reference pressure, andwq is a constant (here 0.04).

R
dS is the horizontal integration for the

whole globe, and
R� @p

@�

�
d� gives the vertical integration from the surface to the model top. In addition,

the norm at the initial time is vertically integrated with a weight that depends on the model level; the
kinetic energy term and the available potential energy term are multiplied by a factor of 103 above the
35th model level, and the speci�c humidity term is multiplied by a factor of 103 above the 9th model
level. When the surface pressure is 1,000 hPa, the 35th and 9th model levels correspond to about 10
and 750 hPa, respectively. This suppresses initial perturbation around the model top and con�nes initial
speci�c humidity perturbation in the lower troposphere.

3. Generation of initial perturbations for the One-week EPS
The initial conditions of 50 perturbed members are given by adding and subtracting 25 initial pertur-
bations to unperturbed analysis. The initial perturbations are linear combinations of SVs (initial SVs)
and evolved SVs. These evolved SVs are calculated by linearly growing previous initial SVs (with an
initial time earlier than the current one by an amount equivalent to the optimization time) to the current
initial time. A total of 25 initial SVs are created for each targeted area. In this creation procedure, SVs
with extremely high growth rates (which will not grow su� ciently in a nonlinear model) and SVs with
a high level of similarity to others can be eliminated. Here too, 25 evolved SVs are created for each
targeted area. Before the initial and evolved SVs are combined, the evolved ones are approximately or-
thogonalized with initial SVs and other evolved SVs, and are normalized to a size twice that of the initial
SVs. The 25 combined SVs are transformed in a variance minimum rotation (Yamaguchiet al.2009) to
generate 25 initial perturbations for each targeted area. The perturbations for the Northern Hemisphere
and the Southern Hemisphere are scaled so that their amplitudes of temperature at the 15th model level
(or the 6th model level for the tropics) inside the targeted area become 0.3 K. When the surface pressure
is 1,000 hPa, the 15th and 6th model levels correspond to about 500 and 850 hPa, respectively. Global
perturbations representing linear combinations of the perturbations for the three targeted areas are used
as initial perturbations for perturbed members.

4. SV de�nition for the Typhoon EPS
Two SV calculations are introduced into the system to e� ciently capture the uncertainty of TC track
forecasts. One produces dry SVs with a spatial target area �xed on the Northwestern Paci�c (20� N�
60� N, 100� E�180� ), and the other produces moist SVs whose spatial target area can be moved within
a 750-km radius of a predicted TC’s position in one-day forecasting. Up to three movable areas can
be con�gured for di� erent TCs at one initial time. If more than three TCs are present in the area of
responsibility, three are selected in the order of concern as prioritized by the RSMC Tokyo - Typhoon
Center.

5. Norm of SV calculation for the Typhoon EPS
For the Typhoon EPS, the total energy norm is de�ned by:
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Here,g is gravity acceleration,� d is the dry adiabatic temperature lapse rate and� = 2
3 � d is a constant

referential temperature lapse rate. Here,wq = 1. In Eq. (3.3.2), the vertical integration of the kinetic
energy term and the available potential energy term is limited to the 26th model level, and the speci�c
humidity term can be limited to the 15th model level. When the surface pressure is 1,000 hPa, the
26th and 15th model levels correspond to about 100 and 500 hPa, respectively. Otherwise, as reported
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by Barkmeijeret al. (2001), SVs would have a shallow vertical structure in the upper troposphere or a
large speci�c humidity contribution in the upper troposphere where the amount of speci�c humidity is
relatively small. As such SVs have little in�uence on TC track forecasts, the limit on vertical integration
is set as detailed in Eq. (3.3.2).

6. Generation of initial perturbations for the Typhoon EPS

Initial perturbations are determined by combining dry and moist SVs linearly. Each SV calculation can
produce up to 10 SVs depending on how accurate SV estimates are, which makes the maximum number
of SVs 40 (i.e., 10 dry SVs for the �xed area and 30 moist SVs for 3 movable areas) for each forecast
event. Before the binding coe� cients are determined, SVs with structures similar to those of others
are eliminated. When the value of the inner product of any two SVs is 0.5 or more, one of them is
eliminated from the group of SV candidates to be used for initial perturbations. After this process, the
coe� cients are determined based on variance minimum rotation, which creates a wide spread in the
spatial distributions of the perturbations. If no SVs are eliminated, the number of independent initial
perturbations is the same as the number of SVs computed. Five perturbations are randomly selected
from the initial perturbations and added to/subtracted from the analysis �eld to produce 10 perturbed
initial conditions. The amplitude of the perturbations is normalized using the moist total energy value.

3.3.3.2 BGM Method

The processes of the BGM method with separate estimation for the Northern Hemisphere (20� N�90 � N) and
the tropics (20� S�20� N), are described here. First, perturbed and unperturbed initial conditions are integrated
up to 12 hours for the Northern Hemisphere and 24 hours for the tropics. Then, the di� erence between the
two �elds is normalized so that the area-averaged root mean square of the di� erence for 500-hPa height over
the Northern Hemisphere and 200-hPa velocity potential for the tropics are equal to 14.5 and 20.0 % of the
climatological variance, respectively. Third, the normalized perturbations are orthogonalized to each other and
added to the analysis to create the next set of initial perturbations. In both the One-month EPS and the Seasonal
EPS, the Northern Hemisphere and tropical initial perturbations are combined and added to/subtracted from
the analysis.

3.3.4 Model Ensemble Approach
The stochastic physics scheme (Buizzaet al.1999) is used in the One-week EPS and the Typhoon EPS in con-
sideration of model uncertainties associated with physical parameterizations. This scheme represents random
errors associated with parameterized physical processes as follows:

@x
@t

= F(x) + � (�; �; t)P(x): (3.3.3)

Here t, x, F(x) andP(x) are the time, the set of forecast variables, the total tendency of the forecast model
and the tendency of the parameterized physical processes, respectively.� and� show latitude and longitude;
� (�; �; t) is a random variable described in a spectral space (Berneret al. 2009) featuring spatial correlation
with a total wave number of 20 and a time correlation of six hours. The average of� is set to zero. Its value is
limited to the range from -0.7 to 0.7 to avoid excess perturbation, and its value in the stratosphere is also set to
zero.

3.3.5 Performance
The performance of each EPS product is described below.

3.3.5.1 One-week EPS

The results of veri�cation regarding One-week EPS output are published in the annual WMO Technical
Progress Report on the Global Data-processing and Forecasting System (GDPFS). Monthly veri�cation data
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are also published on the website of the WMO/CBS Lead Centre for EPS Veri�cation2.
Figure 3.3.1 shows root mean square errors (RMSEs) for the 500-hPa geopotential height ensemble mean

forecast against analysis for the Northern Hemisphere (NH; 20� N�90 � N) averaged for the periods of DJF
(December/January/February) of 2011/2012 and JJA (June/July/August) of 2012. Figure 3.3.2 compares the
monthly-averaged RMSEs of the ensemble means, unperturbed members and the spread of the ensemble. A
higher level of skill is observed for ensemble means than for deterministic forecasts, especially for longer lead
times. Figure 3.3.3 shows the Brier skill score (BSS) for 500-hPa geopotential height probabilistic forecasts
in the NH. The reference forecast for the skill score is the climatological probability given by the frequency
derived from the analysis �elds for each month. Since the start of its operation, the performance of the One-
week EPS has been improved year after year in ensemble mean forecasts and probabilistic forecasts.
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Figure 3.3.1: Time-series representation of ensemble mean scores for JMA’s One-week EPS (where the score
is the monthly-averaged RMSE of the ensemble mean) for Northern Hemisphere (20� N�90 � N) 500-hPa geopo-
tential height forecasts with lead times of 72, 120, 168 and 216 hours from March 2001 to August 2012. The
thick lines show 13-month running means.
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Figure 3.3.2: RMSEs for Northern Hemisphere (20� N�90 � N) 500-hPa geopotential height forecasts of the
ensemble mean (red) and unperturbed members (green) for DJF and JJA 2012 from JMA’s One-week EPS.
The spread of the ensemble (blue) is also shown.

2http://epsv.kishou.go.jp/EPSv/
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Figure 3.3.3: Time-series representation of Brier skill score for probabilistic forecasts of 500-hPa geopotential
height negative anomalies with magnitudes less than one climatological standard deviation over the Northern
Hemisphere (20� N�90 � N) for lead times of 72 (red), 120 (green), 168 (blue) and 216 (violet) hours from March
2001 to August 2012 from JMA’s One-week EPS. The thick lines show 13-month running means.

3.3.5.2 Typhoon EPS

The results of veri�cation regarding Typhoon EPS output are published in the Annual Report on Activities of
the RSMC Tokyo - Typhoon Center3.

Ensemble TC tracks derived from the Typhoon EPS enable JMA forecasters to integrate TC track forecast
uncertainty into their operational processes. Strike probability data, which indicate the chances of a TC center
passing within 120 km of a grid point, are routinely produced as a form of probabilistic guidance. Figure 3.3.4
shows the reliability of typhoon strike probability data during next �ve days. The curves for the previous three-
year period indicate similar levels of performance. However, the 2008 curve shows relatively high departure
from the diagonal, especially in low-probability areas where the forecast frequency is quite large.

3.3.5.3 One-month EPS

The results of prediction skill evaluation based on hindcast experiments and real-time forecasts are available
on the Tokyo Climate Center website4. To verify performance, hindcast experiments covering a period of
31 years (1979�2009) were conducted under conditions identical to those of the operational system, except
with an ensemble size of 5 instead of 50. The skill of ensemble mean forecasts was evaluated using the
Anomaly Correlation Coe� cient (ACC) and the RMSE for selected areas with respect to several physical
variables. Probabilistic forecast skill was also evaluated based on the BSS, the Reliability Skill Score (Brel),
the Resolution Skill Score (Bres) and the Relative Operating Characteristics (ROC).

Figure 3.3.5 shows the time-series representation of the NH 500-hPa geopotential height ACC for ensemble
mean forecasts averaged over 28 days (the running mean of 52 forecasts) based on operational forecasting
conducted from 1996 to 2011. It can be seen that skill in the NH shows a rising trend from 1999 onward.
Although ensemble mean skill is sensitive to initial conditions, it is almost consistently higher than that of
persistence forecasts. Table 3.3.3 shows ROC areas of 2-m temperature (T2m) and precipitation anomalies
based on the outcomes of hindcast experiments covering a 31-year period (1979�2009), and indicates that skill
for the tropics is higher than that for the extratropics.

3.3.5.4 Seasonal EPS

The results of prediction skill evaluation based on the WMO Standard Veri�cation System for long-range
forecasts (SVS-LRF; WMO 2010b) are available on the Tokyo Climate Center website. To verify performance,

3http://www.jma.go.jp/jma/jma-eng/jma-center/rsmc-hp-pub-eg/annualreport.html
4http://ds.data.jma.go.jp/tcc/tcc/index.html
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Figure 3.3.4: Reliability diagram for probabilistic veri�cation of typhoon position forecasts as derived from
the Typhoon EPS over a four-year period. The target years for veri�cation are 2008 (blue), 2009 (sky blue),
2010 (orange) and 2011 (red). RSMC Tropical Cyclone Best Track information is used as observation data.

Figure 3.3.5: Time-series representation of the Northern Hemisphere (NH; 20� N�90 � N) 500-hPa geopotential
height anomaly correlation coe� cient in ensemble mean forecasts averaged over 28 days (the running mean of
52 forecasts) based on operational forecasting conducted from 1996 to 2011
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Table 3.3.3: ROC areas of 28-day mean 2-m temperature (T2m) and precipitation anomaly prediction for
positive anomaly events (upper tercile) in the Northern Hemisphere (NH; 20� N�90 � N), the tropics (20� S�
20� N), and the Southern Hemisphere (SH; 90� S�20� S) based on hindcast experiments covering a period of
31 years (1979�2009). The �gures in the table are multiplied by 100. The initial dates are 31 December for
January and 30 June for July.

T2m NH Tropics SH Precipitation NH Tropics SH
January(Initial:12/31) 75.9 76.4 69.8 January(Initial:12/31) 63.0 64.4 56.1
July(Initial:6/30) 71.6 74.3 68.8 July(Initial:6/30) 58.8 64.0 57.3

hindcast experiments covering a period of 30 years (1979�2008) were conducted under conditions identical to
those of the operational system, except with an ensemble size of 10 instead of 51. Figure 3.3.6 shows the
ACC between ensemble mean forecasts and observations for SSTs in the NINO3 (5� S�5 � N, 150� W�90 � W),
NINO.WEST (0� �15 � N, 130� E�150� E) and IOBW (20� S�20� N, 40� E�100� E) regions. SSTs in these areas are
predicted well with the CGCM. Although not shown in Figure 3.3.6, the skill for NINO3.4 SSTs is comparable
to those of major state-of-the-art seasonal forecast models (Jinet al.2008). ROC areas of T2m anomalies and
precipitation anomalies are shown in Table 3.3.4. The level of skill for T2m is better than that of precipitation in
all regions, and skill in the tropics is better than that in the NH and the Southern Hemisphere (SH; 90� S�20� S).
These results are consistent with those obtained from studies on the predictability of seasonal mean �elds (e.g.,
Sugi et al. 1997).

Table 3.3.4: ROC areas of three-month means (JJA and DJF) 2-m temperature (T2m) and precipitation anomaly
prediction for positive anomaly events (upper tercile) in the Northern Hemisphere (NH; 20� N�90 � N), the trop-
ics (20� S�20� N), and the Southern Hemisphere (SH; 90� S�20� S) based on hindcast experiments covering a
period of 30 years (1979�2008). The �gures in the table are multiplied by 100. The initial dates are 1 May for
JJA and 28 October for DJF.

T2m NH Tropics SH Precipitation NH Tropics SH
JJA(Initial:5/1) 63.8 73.9 61.3 JJA(Initial:5/1) 52.3 64.9 55.6
DJF(Initial:10/28) 63.5 77.1 61.2 DJF(Initial:10/28) 56.0 62.7 53.8

Figure 3.3.6: Anomaly correlations for SSTs over (a) NINO3 (5� S�5 � N, 150� W�90 � W), (b) NINO.WEST
(0� �15 � N, 130� E�150� E) and (c) IOBW (20� S�20� N, 40� E�100� E). Crosses indicate scores for CGCM pre-
dictions, and squares indicate those for anomaly persistent predictions. Shading indicates a 90% con�dence
interval as estimated using the bootstrap method.
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3.4 Coupled Atmosphere-Ocean General Circulation Model

3.4.1 Model Description
Since July 1998, JMA has used atmosphere-ocean coupled general circulation models (CGCMs) to predict the
phenomenon of El Ni�no-Southern Oscillation (ENSO). The current CGCM (JMA/MRI-CGCM) introduced in
February 2008 was developed in collaboration with the Meteorological Research Institute (MRI). In February
2010, the ENSO Prediction System and the Seasonal Prediction System were integrated, and CGCM products
have since been commonly used for operational seasonal forecasting and ENSO prediction.

The model consists of atmospheric and oceanic components and a coupler. The atmospheric component
is based on a low-resolution version of JMA’s Global Spectral Model (GSM0603; JMA 2007), which has a
horizontal resolution of TL95 (triangular truncation at total wavenumber 95 with a linear grid) correspond-
ing to 180-km grid spacing and 40 levels in the vertical direction with its top at 0.4 hPa (corresponding to
approximately 55 km).

Most physical parameterization schemes relating to atmospheric components remain unchanged unless
schemes have resolution dependency or shortcomings in coupled simulations. Several modi�cations have been
made so that the CGCM can better represent atmospheric and oceanic states. Cumulus convection and cloud
schemes can be tuned to improve the climatology of precipitation and radiative budgets, and gravity wave drag
parameterization can be adjusted to the resolution of the CGCM, whose speci�cations are summarized in Table
3.4.1.

The e� ects of greenhouse gas forcing are incorporated via the setting of an increasing atmospheric car-
bon dioxide (CO2) trend in the model. In the hindcast covering the period from 1979 to 2007 (Section 3.3),
global average CO2 concentrations during integration are speci�ed as observed values on initial dates based on
NASA/Goddard Institute for Space Studies (GISS) data (Hansen and Sato 2004). In hindcasts and real-time
forecasts covering the period from 2007 onward, the observed CO2 trend based on WMO/World Data Centre
for Greenhouse Gases (WDCGC) data is added to the 2007 CO2 value, and the CO2 concentration speci�ed is
�xed throughout each integration. This treatment and the warming trend in ocean analysis contribute to better
replication of the global warming trend in seasonal forecasts (e.g., Doblas-Reyeset al.2006).

The oceanic component is the Meteorological Research Institute Community Ocean Model (MRI.COM-G;
Tsujinoet al.2010), which is a primitive equation ocean general circulation type. The model has a horizontal
resolution of 1� � 1� in the extratropics with meridional re�nement near the equator to 0:3� , and 50 vertical
layers. Sophisticated model parameterizations are adopted, including a vertical di� usion scheme incorporating
sea surface wave breaking e� ects (Noh and Kim 1999) and an isopycnal mixing scheme (Gent and McWilliams
1990). More details are given in Chapter 5.

The atmospheric and oceanic components are coupled every hour with the coupler. These components
communicate ocean surface properties such as SSTs, sensible and latent heat �uxes, momentum �ux, radiation
�ux and fresh water �ux. Adjustment is applied to heat and momentum �uxes to reduce mean biases.

Atmospheric initial conditions are provided from JRA-25 reanalysis data (Onogiet al. 2007) and related
real-time analysis from JCDAS (Section 2.10). Oceanic initial conditions are given by an ocean data assimi-
lation system (MOVE/MRI.COM-G, Section 5.3), while land initial conditions are climatologies derived from
o� ine land model simulations forced by ERA-15 reanalysis (Gibsonet al.1997). Ensemble perturbations are
produced using a combination of the BGM method and the LAF technique. Further details are provided in
Section 3.3.

3.5 Meso-Scale Model (JMA-MSM1206)

3.5.1 Introduction
The meso-scale numerical prediction system has been operational since March 2001 to provide information for
disaster prevention and aviation safety. In the beginning of its operation, the Meso-Scale Model (MSM) was a
hydrostatic spectral model which was also used as a coarser operational model in di� erent con�guration. The
horizontal resolution of the MSM was 10km and the 40 vertical layers were placed at that time. The MSM
produced 18-hour forecasts every 6 hours at 00, 06, 12, 18UTC.
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Table 3.4.1: Speci�cations of the Coupled General Circulation Model

Atmospheric componentBasic equation Primitive
Domain Global
Resolution TL95, 40 vertical levels
Cumulus convection Prognostic Arakawa-Schubert scheme
Land surface process Simple Biosphere (SiB)
Planetary boundary layerMellor & Yamada Level 2

Oceanic component Basic equation Primitive, free surface
Domain Global (75� S � 75� N)
Resolution 1� (lon) � 1� (lat),

(1� (lon) � 0:3� (lat) near the equator),
50 vertical levels

Vertical di� usion Noh and Kim (1999)
Coupling Frequency Every hour

Flux correction For momentum and heat �ux

In September 2004, the hydrostatic spectral model was replaced with a nonhydrostatic grid model. The
new MSM employed full-compressible elastic equations including a map factor. The general con�gurations of
the system such as resolution, forecast time, forecast frequency and so on, were kept almost the same to those
of the previous system with the hydrostatic model.

In March 2006, simultaneously with installing a new supercomputer system, the resolutions and operation
frequency of the MSM were enhanced. The new model with the 5-km horizontal grid spacing and 50 vertical
layers produced 15-hour forecasts every 3 hours at 00, 03, 06, 09, 12, 15, 18, 21UTC.

Furthermore, the forecast period was extended to 33 hours four times per day out of the eight-time opera-
tions in May 2007. The extension of the forecast period made it possible for the MSM to provide 1-day ahead
useful information associated to disaster prevention and aviation operations.

Accompanied with the upgrades of the system con�gurations such as horizontal and vertical resolution,
forecast period, and update frequency, various physical processes were also re�ned. The improvements con-
tributed to considerable part of the steady progress in accuracy of the forecasts, as shown in Subsection 3.5.11.

3.5.2 General Con�gurations

The current MSM has been operated 8 times a day and providing 15-hour forecasts at 00, 06, 12, 18 UTC, and
33-hour forecasts at 03, 09, 15, 21UTC. Its forecast domain is a rectangular �at area of 3600km by 2880km
covering the Japan and its surroundings with the grid spacing of 5km, which is identical to the domain of the
the 4D-Var Meso-scale Analysis (MA; see Section 2.6) as shown in Figure 2.6.2. The rectangular plane is
obtained by the Lambert conformal conic map projection of the Earth sphere with the scale factor (map factor)
introduced to correct the expanded or shrank distance on the plane through the projection from the sphere.

A hybrid terrain following coordinate is adopted as the vertical coordinate to reduce in�uences of topog-
raphy as the height increases (Subsection 3.5.3). The lowest atmospheric layer is placed at the height of 20m
above the surface, and the model top is set to 21,801m with 50 layers whose intervals vary linearly from 40m
at the bottom to 904m at the top.

A forecast model of the MSM is the JMA nonhydrostatic model (JMA-NHM; Saitoet al. 2006, 2007).
The prognostic variables are horizontal and vertical momentum, potential temperature, pressure, mixing ratios
of water vapor and hydrometeors (cloud water, cloud ice, rain, snow and graupel), number concentration of
cloud ice, ground temperatures, soil water and four of the second order moments of the turbulent �uctuations
(including the turbulent kinetic energy). The model is operated with 20-second time step.

Initial conditions for the model are generated by the MA, and lateral boundary conditions of the model
come from forecasts produced by the GSM (Section 3.2). When the operations of the GSM �nish and newer
forecasts are available, the boundary conditions are updated. The MSM operations initialized with analysis
at 03, 09, 15, 21UTC switch the boundary conditions to newer ones (GSM forecasts initialized at 00, 06, 12,
18UTC, respectively) and produce longer period (33 hours) forecasts taking advantage of the new boundary
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conditions, while the ones initialized at 00, 06, 12, 18UTC use the same boundary conditions as the previous
operation (at 21, 03, 09, 15UTC, respectively) and provide only shorter period (15 hours) forecasts.

The model terrain is set relying on the GTOPO30 data set, which is a global digital elevation model with
a horizontal grid spacing of 30 arc seconds and developed by U.S. Geological Survey’s EROS Data Center
(EDC). In order to avoid computational instability related to steep slopes in the terrain, the terrain is smoothed
so that the valid resolution of the terrain adopted in the model is 1.5 times as coarse as the resolution of the
model itself.

The Global Land Cover Characteristics (GLCC) data set, again provided by EDC, helps to determine the
land-sea attribute of each grid in the model. A grid with the sea fraction over 0.5 is supposed to be located on
the sea. The sea fraction on each grid in the model is calculated based on the GLCC data set.

Parameters characterizing surface such as heat capacity, thermal conductivity, albedo, initial values of soil
moisture and roughness are decided based on land use described by the GLCC data set as well. The National
Land Numerical Information developed by the National-Land Information O� ce of Japan is also referred to
set the parameters over the Japan.

Grids on land are further classi�ed in terms of existence of snow. Similarly, grids on the sea can be covered
by ice. It means that there are totally four categories of the surface types: land, land with snow covered, sea,
sea with ice covered. Snow covered areas are analyzed with a 5-km horizontal grid spacing using the snow
depth data of the Global snow depth analysis (see Section 2.8) and observations obtained through the domestic
SYNOP and Automated Meteorological Data Acquisition System (AMeDAS). The snow depth given by the
Global snow depth analysis is modi�ed with the denser and frequent domestic observations assuming 60-km
correlation radius in the analysis. If the snow depth is greater than 5cm, a corresponding grid is classi�ed to be
the land with snow covered. Ice covered areas are identi�ed from the sea ice analysis conducted by the JMA.
Over grids with snow or ice covered, surface parameters previously determined based on the GLCC data are
modi�ed with the predetermined values.

3.5.3 Dynamics

3.5.3.1 Basic Equations

The governing equations used in the MSM consist of non-hydrostatic, fully compressible equations on a spher-
ical curvilinear orthogonal and a hybrid terrain-following coordinate with the shallow assumption. Details of
the derivations of these equations are given in Saitoet al. (2006).

1. Flux form momentum equations

The equations of motion are described in the �ux form:
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P = p0G1=2: (3.5.14)

Here,u, v andw are the velocity components,m1 andm2 are the map factors,m3 is not a map factor in the
zdirection but a variable introduced for de�nition of momentum. ADVs denote the advection terms and
DIF.s denote the di� usion terms. Symbolsp0, � andg are the pressure perturbation from the hydrostatic
state, density and gravity acceleration, respectively.G1=2, G13 andG23 are the metric tensors,f is the
Coriolis parameter. A symbol� is the switching parameter to choose the way to calculate the buoyancy
term. In the MSM,� is set to zero and buoyancy term is calculated directly from the perturbation of
density. A symbol� m is the mass-virtual potential temperature (Saito 1997) de�ned as

� m � � (1 + 0:608qv)(1 � qc � qi � qr � qs � qg); (3.5.15)

whereq is the mixing ratios of water substances and subscriptsv, c, i, r, s andg represent water vapor,
cloud water, cloud ice, rain, snow and graupel, respectively. A symbol� 0

m is the perturbation of� m from
300K. �W and �w are vertical momentum and vertical velocity along with �z coordinate de�ned below Eq.
(3.5.21).
In this model, density is de�ned by the sum of the masses of moist air and water substances per unit
volume as

� � � d + � v + � c + � i + � r + � s + � g

= � a + � c + � i + � r + � s + � g; (3.5.16)

where� a is the density of air.
PRC is the sum of fallout of precipitable water substances de�ned by

PRC=
@
@�z

�
� aVrqr + � aViqi + � aVsqs + � aVgqg

�
; (3.5.17)

whereVr ; Vi ; Vs; Vg are the terminal fall velocities of rain, cloud ice, snow and graupel, respectively.
The Lambert conformal projection is employed and the map factorsm1 andm2, and a variablem3 are
given by
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The hybrid terrain-following vertical coordinate which is based on the same approach as the� coordinate
(Simmons and Burridge 1981) is adopted to reduce in�uences of topography as the height increases
(Ishida 2007). The vertical coordinate �z is transformed using the following equation:

z = �z+ zs f (�z) ; (3.5.21)

wherez is the actual height andzs is the surface height. The functionf (�z) is given by,
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wherezT is the model top height,zl = 1000,zh = 11000 andn = 3 in the MSM. The metric tensorsG1=2,
G1=2G13, G1=2G23 are written as
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2. Prognostic equation of pressure
The pressure equation is described as follows:
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Here,Cm is the velocity of sound waves de�ned by
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Cp andCv are the speci�c heat of dry air at constant pressure and constant volume, respectively.R is the
gas constant for dry air andp0 = 1000 hPa is a reference pressure. DIVT and PFT are the divergence in
�zcoordinate and the thermal expansion of air, respectively.

3. Prognostic equation of potential temperature
The thermodynamic equation is given by,
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whereQ is the diabatic heating.� is the Exner function de�ned by
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4. Prognostic equation of water substances
The prognostic equations of mixing ratios of water substances are given by,
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5. State equation
The state equation is
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3.5.3.2 Finite Discretization

The grid structures of the model are the Arakawa C type in the horizontal direction and the Lorenz type in
the vertical direction. The fourth-order �nite di� erence scheme is employed to calculate horizontal advection
terms, while vertical advection is calculated with the second-order scheme. Considering the staggered grid
structure, the fourth-order �nite di� erence is described by
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For advection of scalar prognostic variables, the fourth-order �nite di� erence in the �ux form is given by
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where the second-order interpolation process is used to calculate scalar prognostic variables at the vector points
currently. For advection of vector variables,
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The above higher-order schemes are employed with the modi�ed centered di� erence advection scheme (Kato
1998), which is a kind of �ux limiter and acts as a �ux correction scheme.

3.5.3.3 Split Explicit (HE-VI) Scheme

For the temporal discritization, the horizontally explicit, and vertically implicit (HE-VI) scheme is employed.
Forward time integrations
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are used for horizontal momentum equations, where� � is the short time step. Backward time integration is
employed for vertical momentum equation as
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The pressure equation is integrated backward as
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Here,� and are the implicit factor.� = 1 and = 1 are employed in the MSM.
Eliminating �W� from the pressure Eq. (3.5.43) using the vertical momentum Eq. (3.5.41), we obtain the

one dimensional Helmholtz type equation
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Considering (�W� +� � � �W� )=� � = 0 at the upper and lower boundary, upper and lower boundary conditions are
given by
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3.5.3.4 Divergence Damping

An acoustic �lter which is based on the idea of Skamarock and Klemp (1992) is implemented to avoid the
computational instability by the sound waves. The gradient of the divergence is added to the momentum
equations as

RU ! RU + � H
m1

m2

 
@G1=2DIVT

@�x
+

@G1=2G13DIVT
@�z

!
; (3.5.49)

RV ! RV + � H
m2

m1

 
@G1=2DIVT

@�y
+

@G1=2G23DIVT
@�z

!
; (3.5.50)

RW ! RW + � V
1

m3

@
@�z

DIVT
G1=2 ; (3.5.51)

where

� H = 0:06
1
� t

min
2
666664

 
� x
m1

!2

;
 
� y
m2

!23
777775; (3.5.52)

� V = 0:05
1
� t

�
G1=2� �z

�2
: (3.5.53)

3.5.3.5 Time Splitting of Advection and Gravity Waves

To stabilize the integration in cases where environmental wind is considerably strong and strong inversion
layer exists, a new time splitting scheme is implemented (Saitoet al. 2006). In the scheme, the higher-order
advection terms with the modi�ed advection scheme are evaluated at the center of the leapfrog time step, and
then the lower-order (second-order) components at each short time step are adjusted only in the latter half of
the leapfrog time integration scheme,

ADV � = ADV � ADVL + ADVL � : (3.5.54)

Here, ADV and ADVL are the higher-order advection and the lower-order advection component at a
leapfrog time step, respectively, while ADVL� is the lower-order advection components at each short time
step. This adjustment is performed from (ns� 1)=2+ 1 tons� 1 , wherens is the ratio of 2� t and� � as shown
Figure 3.5.1.

Using this adjustment, the equation of�W is rewritten as
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Figure 3.5.1: Time split of advection for case ofns= 2� t=� � = 7 after Saitoet al. (2006) Fig. 3.
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: (3.5.55)

The time splitting of advection of potential temperature using this adjustment is an alternative way to split
gravity waves

� � +� � � � �

� �
= � (ADV � � ADVL � + ADVL � � ) +

Q
Cp�

+ DIF.�; (3.5.56)

where ADVL� is computed by a �ux form second-order central di� erence.

3.5.3.6 Computational Di� usion

A nonlinear damper, a fourth-order linear damper and the Asselin time �lter (Robert 1966) are employed to
suppress the computational noise. The targeted moisture di� usion is implemented (Saito and Ishida 2005) to
control the gridpoint storms and the associated intense grid scale precipitation.

1. Nonlinear damper

Nonlinear damping (Nakamura 1978),

DNL =
1

8mNL� t

(
(� x)3 @

@x

 �����
@�
@x

�����
@�
@x

!
+ (� y)3 @

@y

 �����
@�
@y

�����
@�
@y

!)
(3.5.57)

is added to the di� usion term of� wheremNL = 600 is used. For two-grid noise of amplitude� ,
1/e-folding time is given bymNL� t=� . This nonlinear damping sometimes causes the computational
instability because of the excessive di� usion. A limit is applied to DNL using the estimated amplitude of
the maximum wave number.

2. Fourth-order linear damper

Fourth-order linear damping,
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D2D =
1

16m2D� t

(
(� x)4 @4�

@x4 + (� y)4 @4�
@y4

)
(3.5.58)

is added to the di� usion term of� wherem2D = 600 is used. 1/e-folding time is given bym2D� t.

3. Asselin time �lter
After the time integration, all quantities of prognostic variables are modi�ed following the Asselin time
�lter,

� (t) = � (t) + 0:5� f� (t � � t) � 2� (t) + � (t + � t)g; (3.5.59)

where� is set to 0.2 in the MSM.

4. Targeted moisture di� usion
A second-order horizontal di� usion is applied to water vapor when strong upward motions exist to
selectively damp the gridpoint storms caused by the positive feedback of the latent heat release by con-
densation and updraft acceleration. In the MSM, water vapor at grid points where the upward velocity
exceeds 3:0 ms� 1 is horizontal di� used with 1/e-folding time of 300 seconds.

3.5.3.7 Boundary Conditions

Rayleigh damping,

DR = �
D
mR

f� � � EXTg (3.5.60)

is added near the lateral and upper boundary to the time tendencies of horizontal and vertical momentum,
potential temperature and mixing ratio of water vapor, where� is the prognostic variable and� EXT is the value
of the external model.mR is the coe� cient which determines the 1/e-folding time andmR = 2400 is used. D is
a function given by of location, where D is unity at boundary and decreases as the grid points are away from
boundary.

3.5.4 Cloud Microphysics
An explicit three-ice bulk microphysics scheme (Ikawa and Saito 1991) based on Linet al. (1983) is incorpo-
rated. The scheme predicts the mixing ratios of water vapor and �ve hydrometeors, which are designated by
qx wherex denotes categories, de�ned asv for water vapor,c for cloud water,r for rain, i for cloud ice,s for
snow, andg for graupel. Number concentrations of solid hydrometeors (cloud iceNi , snowNs, and graupelNg)
are optionally treated as prognostic values in addition to their mixing ratios. Spherical particles are assumed
in all categories of hydrometeors. Density is constant in each category (� x). Therefore, the mass-size relation
(mx(Dx)) is given by

mx(Dx) =
�
6

� xDx
3; (3.5.61)

whereDx is the diameter of the particles. Simple power law is also taken for the fall velocity-size relation
(Ux(Dx)); therefore, it is given by

Ux(Dx) = � uxDx
� ux

 
� 0

� a

!  ux

; (3.5.62)

where� a is the density of the air,� 0 is the density of the reference air, and� ux, � ux and  ux are constants in
each category of the hydrometeors.

The cloud microphysical processes simulated in this scheme are illustrated in Figure 3.5.2 (see Table 3.5.1
for the list of the symbols used in Figure 3.5.2). In this scheme, some basic cloud microphysical processes (e.g.,
nucleation of cloud particles, conversion from cloud particles to precipitation particles) are parameterized,
because their processes occur in a shorter temporal compared to the integration time-step. However, most
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of the cloud microphysical processes can be applied directly to the calculation related to the size distribution
assumed in each category of hydrometeors. The number-weighted mean of temporal tendency of one cloud
microphysical variable� due to one cloud microphysical process in each particle gives the grid-mean temporal
tendency of� as follows:

d�
dt

=
Z 1

0

d� 0

dt
n(D) dD; (3.5.63)

whered� 0(D)
dt is temporal tendency of� due to one cloud microphysical process in a particle of diameterD, and

n(D) dD is the number of particles per unit volume of air with diameterD to D + dD. Therefore, size distribu-
tions of hydrometeors deeply a� ect time tendency of cloud microphysical variables due to cloud microphysical
processes.

The size distributions of rain, snow and graupel are assumed to follow an exponential function:

nx(Dx) = N0x exp(� � xDx); (3.5.64)

whereN0x is the intercept, and� x is the slope parameter of the size distribution. Therefore, the moment formula
for rain, snow, and graupel is calculated as the following equation:

Mx(p) =
Z 1

0
Dx

pnx(Dx) dDx = N0x
� (1 + p)

� x
1+p ; (3.5.65)

where Mx(p) is the p-th moment ofnx(Dx). The number concentration is the zeroth moment ofnx(Dx) ;
therefore, it is calculated as

Nx =
Z 1

0
nx(Dx) dDx = Mx(0) =

N0x

� x
: (3.5.66)

The mixing ratio (qx � � x=�a) is the third moment ofnx(Dx) ; therefore, it is also calculated as

qx =
1
� a

Z 1

0
mx(Dx)nx(Dx) dDx =

� x

� a

�
6

Mx(3) =
� x

� a

�
6

N0x
� (4)
� x

4 : (3.5.67)

When the number concentrations for rain, snow, and graupel are not predicted, their intercepts are assumed
to be constant; therefore, the following formula is used:

N0x = const:; � x =
 
�� xN0x

� aqx

! 1
4

: (3.5.68)

This option is adopted in the MSM.
Cloud water and cloud ice are assumed to be monodisperse; therefore, their size distributions follow the

� -function:
nx(Dx) = Nx� (Dx � Dx); (3.5.69)

where� (x) satis�es the following equation:
Z 1

�1
� (x� a) f (x) dx = f (a), andDx is the diameter of the monodis-

perse particle. The moment formula for cloud water and cloud ice is given by

Mx(p) = NxDx
p
: (3.5.70)

The mixing ratio is calculated as
qx =

� x

� a

�
6

Mx(3) =
� x

� a

�
6

NxDx
3
: (3.5.71)

Therefore, their diameter is determined as

Dx =
 

6� aqx

�� xNx

! 1
3

: (3.5.72)

The number concentration of cloud water (Nc) is always assumed to be constant in this scheme. The number
concentration of cloud ice (Ni) can be optionally treated as prognostic value, and this option is adopted in the
MSM.

Table 3.5.2 provides the characteristics of each hydrometeor class. More detailed information on the treat-
ment of each cloud microphysical process in this scheme can be found in Ikawa and Saito (1991).
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Table 3.5.1: List of symbols in Figure 3.5.2
Notation Description

Production terms
p a ppp b Production of category �a� converted from category �b� through a process �ppp�

p a ppp a b Growth of category �a� by capturing category �b� through a process �ppp�
p a ppp b c Generation of category �a� by category �b� capturing category �c� through a process �ppp�

Categories by hydrometeors
v Water vapor
w Cloud water
r Rain
i Cloud ice
s Snow
g Graupel

Cloud microphysical processes
evp Evaporation
cnd Condensation

aut, cn Conversion
ac Accretion
mlt Melting
nud Nucleation
dep Deposition/Sublimation
frz Freezing
spl Ice splinter multiplication
sed Sedimentation

Table 3.5.2: Assumed hydrometeor parameters and characteristics.
Rain Snow Graupel Cloud water Cloud ice

Variable qr (kg kg� 1) qs(kg kg� 1) qg(kg kg� 1) qc(kg kg� 1) qi(kg kg� 1)
Ns (m� 3) Ng (m� 3) Ni (m� 3)

Size
distribution
(m� 4)

nr (Dr ) =
Nr0 exp(� � r Dr )
Nr0 = 8:0 � 106

ns(Ds) =
Ns0 exp(� � sDs)

ng(Dg) =
Ng0 exp(� � gDg) Dc =

"
6qc� a

� Nc� c

#1
3

Nc = 1:0 � 108
Di =

"
6qi � a

� Ni � i

#1
3

Fall
velocity
(m s� 1)

Ux(Dx) = � uxDx
� ux

 
� 0

� a

!  ux

� ur = 842 � us = 17 � ug = 124 � uc = 2:98� 107 � ui = 700
� ur = 0:8 � us = 0:5 � ug = 0:64 � uc = 2:0 � ui = 1:0
 ur = 0:5  us = 0:5  ug = 0:5  uc = 1:0  ui = 0:35

Density
(kg m� 3)

� r = 1:0 � 103 � s = 8:4 � 101 � g = 3:0 � 102 � c = 1:0 � 103 � i = 1:5 � 102
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Figure 3.5.2: Cloud microphysical processes in the MSM. For a list of symbols, see Table 3.5.1.

3.5.5 Convective Parameterization

In order to incorporate vertical transport of heat and moisture by subgrid-scale convection, the Kain-Fritsch
(KF) convective parameterization (Kain and Fritsch 1990; Kain 2004) has been employed for the MSM.

The KF scheme parameterizes convection using a cloud model based on the one-dimensional entrain-
ing/detraining plume model which contains detailed treatment concerning interactions between convective
updraft and surrounding air, which are entrainment and detrainment processes. Therefore the subgrid-scale
convection parameterized by the KF scheme is sensitive to thermodynamic conditions of the environment. The
cloud model consists of a pair of upward and downward mass �uxes. These �uxes and compensating subsi-
dence, which is induced through the mass conservation, transport heat and moisture vertically. Entrainment
and detrainment, through which the mass is exchanged between the cumulus and the environment, control the
development of the mass �uxes.

The scheme starts from estimation of mass �uxes representing the convection. In that estimation, entrain-
ment and detrainment are calculated as interaction with the environment. The vertical transport of heat and
moisture by the �uxes and the compensating subsidence brings modi�ed vertical pro�les of temperature and
water vapor. Adjusting the mass �uxes to reduce the convective available potential energy (CAPE) results in
vertically stabilized atmosphere. To �nd out grids at which the scheme works, a trigger function is used. As a
consequence, temporal tendencies of temperature, water vapor and hydrometeors are obtained by the scheme.
Each process is described below in detail.

The upward mass �ux is estimated through moving air mass up from the lifting condensation level (LCL)
with the conservation of equivalent potential temperature and total amount of water contents in a Lagrangian
sense. The initial upward mass �ux at the LCL,Mu0, is given as follows with the assumption that the vertical
velocity is 1ms� 1 and the initial area occupied by convection is 1% of a grid,

Mu0 = � uLCL � 0:01� x2; (3.5.73)
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where� uLCL is the density of the upward mass �ux at the LCL and� x is the grid size of 5km for the MSM.
While evaluating the updraft, condensate is formed and some of them are glaciated according to the tem-

perature of the updraft at each level, and excess amount of these hydrometeors over a threshold is taken out
from the updraft as precipitation via a Kessler type autoconversion scheme. Furthermore, as entrainment and
detrainment, the interactions between updraft and the environment as the turbulent mixing are also estimated
at each vertical level. It is supposed that the turbulent mixing occurs at very near the periphery of the updraft,
then many subparcel-like mixtures of the updraft and the environment are formed at various ratios assuming
the Gaussian distribution of the probability such that mixtures at the ratio of �fty-�fty is the most likely. Con-
sequently, the mixtures with positive (negative) buoyancy against the environment entrain into (detrain from)
updraft. It means that more moist/warmer condition of the environment favors much developed updraft and
that drier/cooler one prevents the updraft from growing. The hydrometeors included in detrainment masses are
taken into account as the tendencies for the grid-scale variables. The vertical velocity of the updraft changes by
buoyancy and weight of the hydrometeors. The updraft terminates when the upward mass �ux has emaciated
through detrainment or vertical velocity of the updraft turns into zero.

Entrainment rate,� Me, which determines amount of entrainment and detrainment, is inversely proportional
to radius of the updraft,R,

� Me = Mu0(0:03� P=R); (3.5.74)

where � P(Pa) is thickness of vertical grid. The radius of the updraft is used only for the entrainment rate
estimation.

The radiusR is rendered as a function of larger-scale forcing through the grid-resolved vertical velocity
and the height of the LCL (Moriyasu and Narita 2011). In the case that the height of the LCL is lower than
950hPa,R takes 500m. When the height of the LCL is higher than 800hPa,R is determined as follows:

R = factor � � x=� x0 �

8>>>>><
>>>>>:

1000 (W0 < 0ms� 1)
1000(1+ W0=0:1) (0ms� 1 � W0 � 0:1ms� 1)
2000 (W0 > 0:1ms� 1);

(3.5.75)

W0 = flWLCL � � x=� x0 � WKLCL ; (3.5.76)

WKLCL =

8>><
>>:
0:02 (ZLCL � Z0)
0:02 � ZLCL=Z0 (ZLCL < Z0);

(3.5.77)

where� x0 takes 25km that is the grid size of the original model the KF scheme developed,W0 indicates the
intensity of the updraft depending on the grid-resolved vertical velocity at the LCL,flWLCL is a running mean of
the grid-resolved vertical velocity at the LCL for 8 timesteps,ZLCL is the height of the LCL,Z0 takes 2000m
andfactor takes 5 for the MSM. In the case that the height of the LCL is between 950hPa and 800hPa,R is
linearly interpolated between both cases above. The gap of the grid size between the MSM and the original
model needs the correction term of� x=� x0.

A downward mass �ux as a convective downdraft is fueled by evaporation of the hydrometeors that are
generated within the updraft. The downdraft starts at the layer of 150hPa above the LCL. With the similar
way to the updraft, the mass �ux is estimated for the downdraft. Entrainment between the downdraft and the
environment is allowed only above the LCL and detrainment only below the LCL.

Parameterized shallow convection is also allowed for any updraft that does not reach the minimum cloud
depth for deep convection. The minimum value of cloud depth is a function of temperature at cloud base
(LCL).

Adjusting amount of the mass �uxes iteratively in the sense of a 85% reduction of the initial value of CAPE,
the stabilized atmosphere succeeds. Di� erences of the thermodynamic variables of the stabilized atmosphere
from that of the initial unstable one is the contributions of the parameterized convection as the goal of the
scheme. The di� erences divided by an advective time period for a column are as the tendencies on each step.
In the case of the temperature,T, for example,
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dT
dt

�����
convection

=
Tstabilized� Tinitial

� x=flV
; (3.5.78)

where flV is an average wind speed at the LCL and 500hPa.
Searching to �nd out grids which the parameterized convection should occur is repeated in every 5 minutes

(i.e. 15 timesteps). For picking up the grids, the trigger function is de�ned as the temperature of a lifted air
mass at the LCL with perturbations as a function of the grid-resolved vertical velocity and the relative humidity
at the LCL added.

Trigger Function= TLCL + 0:2 � � TLCL + 0:25 � � TRH: (3.5.79)

The �rst term of the perturbations represents the dynamical forcing which needs to overcome the convective
inhibition.

� TLCL = max
h
(100W0)

1
3 ;0

i
: (3.5.80)

And the second term comes from the variance in the relative humidity distribution (Und·enet al.2002).

� TRH =

8>>>>><
>>>>>:

0 (RHLCL < 0:75)
0:25(RHLCL � 0:75)q=(@q�

LCL=@T) (0:75 � RHLCL � 0:95)
(1=RHLCL � 1)q=(@q�

LCL=@T) (0:95 < RHLCL);
(3.5.81)

whereRHLCL is the grid-resolved relative humidity at the LCL,q is mixing ratio of the water vapor of the lifted
source layers andq�

LCL is mixing ratio of the saturated water vapor as grid-resolved value at the LCL. Tuning
factors for both the perturbations appear in Eq. (3.5.79) for the MSM.

First, the potential updraft source layer (USL) of the lowest 50hPa depth is lifted adiabatically to its LCL.
And then the trigger function to be compared with the environmental temperature represented by a grid-scale
value. If TLCL + 0:2 � � TLCL + 0:25 � � TRH > TENV is met, the USL is regarded to have buoyancy and
parameterized convection is initiated at the LCL. If not, the base of the potential USL is moved up 15hPa and
the comparison between the trigger function andTENV is repeated while the base of the potential USL is below
the lowest 300hPa of the atmosphere.

3.5.6 Radiation

The radiation process employed in the MSM is almost identical to that in the GSM, as codes of the GSM
radiation process was ported into the MSM. The details are described in Subsection 3.2.3. Some di� erences
between them are mentioned below.

A method to evaluate the e� ective radius of a cloud ice particle in the MSM is based on Ou and Liou (1995)
with modi�cation by McFarquharet al. (2003). Following the method, the e� ective radiusre[� m] is given as

re = � 1:56+ 0:388De + 0:00051De
2; (3.5.82)

De = 326:3 + 12:42T + 0:197T2 + 0:0012T3; (3.5.83)

whereT [deg. C] is air temperature andDe [� m] is the mean e� ective size of the particle.
Cloud fraction is diagnosed using the partial condensation method based on Sommeria and Deardor�

(1977) which is also employed in evaluating buoyancy �ux in the boundary layer scheme (Subsection 3.5.7).
The longwave and shortwave radiation are fully calculated every 15 minutes, while heating rates due to

longwave and shortwave radiation are corrected every time step using the surface temperature and the solar
zenith angle, respectively.

85



3.5.7 Boundary Layer
As a boundary layer scheme which represents vertical turbulent transport of momentum, heat and water, the
Mellor-Yamada-Nakanishi-Niino Level 3 model (MYNN3) (Nakanishi and Niino 2009) is employed in the
MSM.

MYNN3 is the second order turbulent closure model, which assumes that the third order moments of
turbulent �uctuation can be depicted by the lower order moments. The full model (called �Level 4�) requires
too large computational costs because all the second order moments are prognostic variables. In order to reduce
the computational costs to run, some terms appeared in the prognostic equations are neglected in terms of the
order of anisotropy. In the model called �Level 3� with the boundary layer approximation in which horizontal
derivatives are ignored, just only four turbulent prognostic variables, including the turbulent kinetic energy
(TKE), are left as

Dq2

Dt
= � 2

 
u0w0@u

@z
+ v0w0@v

@z

!
+ 2

g
� v

w0� 0
v � 2" + dif :q2; (3.5.84)

D� 02
l

Dt
= � 2w0� 0

l
@� l

@z
� 2" � + dif :� 02

l ; (3.5.85)

Dq02
w

Dt
= � 2w0q0

w
@qw

@z
� 2" q + dif :q02

w ; (3.5.86)

D� 0
l q

0
w

Dt
= � w0� 0

l
@qw

@z
� w0q0

w
@� l

@z
� 2" � q + dif :� 0

l q
0
w; (3.5.87)

and the other second order moments are diagnosed as

w0u0 = � q‘ (SM2:5 + S0
M)

@u
@z

; (3.5.88)

w0v0 = � q‘ (SM2:5 + S0
M)

@v
@z

; (3.5.89)

w0� 0
l = � q‘ (SH2:5 + S0

H)
@� l

@z
= � q‘

0
BBBB@SH2:5

@� l

@z
+ � �

1
CCCCA; (3.5.90)

w0q0
w = � q‘ (SH2:5 + S0

H)
@qw

@z
= � q‘

 
SH2:5

@qw

@z
+ � q

!
: (3.5.91)

Here,ql is mixing ratio of condensed water (including ice phase), and

q2 = 2TKE =
�
u02 + v02 + w02

�
; (3.5.92)

� l = � �
L

Cp

�
T

ql ; (3.5.93)

qw = qv + ql ; (3.5.94)

with the assumptions that the vertical derivative of the third order moments can reduce to di� usion terms (dif:X
denotes a di� usion term onX). The dissipation terms" X appeared in the equations are parameterized on the
basis of the Kolmogorov’s local isotropy assumption as

" =
q

B1‘
q2; " � =

q
B2‘

� 02
l ; "q =

q
B2‘

q02
w ; " � q =

q
B2‘

q0
w� 0

l ; (3.5.95)

with the closure constantsB1, B2. The mixing length‘ is given by
1
‘

=
1
LS

+
1
LT

+
1
LB

; (3.5.96)

where

LS =

8>>><
>>>:

kz=3:7 (� = 1)
kz(1 + 2:7� )� 1 (0 5 � < 1)
kz(1 � � 4� )0:2 (� < 0)

; (3.5.97)
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LT = � 1

Z 1

0
qz dz

Z 1

0
q dz

; (3.5.98)

LB =

8>>>><
>>>>:

� 2q=Nl (@�=@z > 0; � = 0)h
� 2q + � 3(qc=LT Nl)1=2

i
=Nl (@�=@z > 0; � < 0)

1 (@�=@z < 0)
; (3.5.99)

with the Brunt-V¤ais¤al¤a frequencyNl , von K·arm·an’s constantk, and� = z=L with the Monin-Obukhov length
L. Empirical constants� 1, � 2, � 3 and� 4 set to be

(� 1; � 2; � 3; � 4) = (0:23;1:0;5:0;100:0): (3.5.100)

SM2:5 andSH2:5 are determined by the �ux Richardson number and empirical constants appearing in closure
assumptions.S0

M , S0
H, � � and� q are correction terms induced by the enhancement from level 2.5 (in which only

the TKE is treated as a prognostic variable) to level 3. The correction terms depend on the turbulent prognostic
variables (q2, � 02

l , q02
w and� 0

l q
0
w).

Buoyancy �ux (g=� v)w0� 0
v is the important origin of the TKE production. By considering partial con-

densation e� ects assuming that �uctuations of� l andqw from their mean values is depicted by the Gaussian
probability density function (PDF) (Sommeria and Deardor� 1977), the width of which depends on� 02

l , q02
w

and � 0
l q

0
w, the buoyancy �ux can be written as a function of cloud fraction and condensed water obtained as

moments of the PDF.
Using local gradient ofu, v, � l andqw, SM2:5 andSH2:5 can be calculated. Once the prognostic equations

Eq. (3.5.84), Eq. (3.5.85), Eq. (3.5.86) and Eq. (3.5.87) are integrated, �uxes Eq. (3.5.88), Eq. (3.5.89), Eq.
(3.5.90) and Eq. (3.5.91) and tendencies of the turbulent prognostic variables can be calculated. The �uxes
give temporal tendency of a variable� (= u;v; � l ; qw) due to the turbulent transport as follows,

@�
@t

= �
@
@z

w0� 0: (3.5.101)

For the details of the formalism, refer to Nakanishi (2001); Nakanishi and Niino (2004, 2006, 2009).

3.5.8 Surface Fluxes
The main procedures around surface processes are evaluation of surface �uxes. It is assumed that the turbulent
�uxes are constant with height and equal to the surface values within the surface layer. They can be expressed
in term of di� erences between quantities at the lowest layer of atmosphere (identi�ed by a subscript �a�) and
surface (identi�ed by a subscript �s�) as

u0w0 = � CmUaua ; (3.5.102)

v0w0 = � CmUava ; (3.5.103)

� 0
vw0 = � ChUa(� va � � vs) ; (3.5.104)

q0
vw0 = � Cq� Ua(qva � qsat) ; (3.5.105)

whereUa =
p

u2
a + v2

a, qsat is the saturated speci�c humidity at the ground surface temperatureT1, and� is the
evapolation e� ciency. Over land,� is estimated with soil moisture

� =

8>><
>>:
wg=0:3 (wg � 0:3)
1 (wg > 0:3)

; (3.5.106)

wherewg is the volumetric water content at the surface, and is predicted by Eq. (3.5.133) (see Subsection
3.5.9). Over the sea, snow, and seaice,� is set equal to 1.
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The transfer coe� cientsCm, Ch, andCq can be expressed as

Cm =
� 2

"
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z0m
�  m

 
z � d0

L

!
+  m

� z0m

L

�#2 ; (3.5.107)
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"
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�# ; (3.5.108)

Cq =
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� z0q
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�# ; (3.5.109)

where  m,  h, and  q are the integrated gradient functions.d0 is the zero-plane displacement (the MSM
assumesd0 = 0). Following Beljaars and Holtslag (1991), they are given as functions of� = z=L,

 m(� ) =

8>>>>><
>>>>>:

� b
�
� �

c
d

�
exp(� d� ) � a� �

bc
d

(� � 0)
�
2

� 2 tan� 1 x + ln
(1 + x)2(1 + x2)

8
(� < 0)

; (3.5.110)

 h(� ) =
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>>>>>>:
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d
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2
(� < 0)

; (3.5.111)

whereL is the Monin-Obukhov Length,� = 0:4 (von K·arm·an’s constant), anda = 1, b = 2=3, c = 5, d = 0:35,
and x = (1 � 16� )1=4. The integrated gradient function for moisture q is assumed equal to h. � , which
required to calculate m(� ) and h(� ), satis�es the following equation,

RiB = �
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+  m

� z0m
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�#2 ; (3.5.112)

which can be solved by iteration such as the Newton’s method.RiB is the bulk Richardson Number de�ned by

RiB =
gza

1
2

(� va + � vs)

(� va � � vs)
U2

a
: (3.5.113)

z0m, z0h, andz0q are the roughness length for momentum, heat and moisture respectively. The roughness length
on land is set depending on the land use of each grid point. Over the sea, following Beljaars (1995) they are
expressed by

z0m = am
�
u�

+ aCh
u2

�

g
; (3.5.114)

z0h = ah
�
u�

; (3.5.115)

z0q = aq
�
u�

; (3.5.116)

wheream = 0:11,aCh = 0:018,ah = 0:40,aq = 0:62, and� is the kinematic viscosity (= 1:5 � 10� 5 m2 s� 1). u�
is the friction velocity de�ned by

u� =
�
u0w02 + v0w02

� 1
4

: (3.5.117)
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An e� ect of a stomatal resistance is introduced as following. The surface �ux of moistureq0
vw0 is repre-

sented with a resistance coe� cientra,

q0
vw0 = �

1
ra

(qva � qsat); ra �
1

Cq� Ua
: (3.5.118)

ra is corrected tora + rs when an e� ect of a stomatal resistancers is incorporated.rs depends on shortwave
radiation �ux towards surfaceS

rs = rs;day +
rs;night

1 +
S
S0

; (3.5.119)

whereS0 = 1 W m� 2, rs; day is set to 30 s m� 1 from April to October and 60 s m� 1 in the other month, and
rs;night = 300 s m� 1.

The screen level physical quantities such as wind at 10 m height, temperature and dew point at 1.5 m
height are diagnosed by interpolation between the lowest model level and surface assuming the same gradient
functions as in the scheme of surface process. Wind velocity atz10 (10 m height),u10, and virtual potential
temperature atz1:5 (1.5 m height),� v1:5 are diagnosed as

u10 =

s
Cm(za)
Cm(z10)

ua ; (3.5.120)

� v1:5 = � vs +
Ch(za)

Ch(z1:5)

s
Cm(z1:5)
Cm(za)

(� va � � vs) : (3.5.121)

3.5.9 Ground Temperature and Soil Moisture
Ground temperature, which is used in evaluating surface �uxes, is predicted by a multi layer model. The basic
equation is the heat conduction equation, in which prognostic variables are temperatureT,

� c
@T
@t

= �
@G
@z

; G = � �
@T
@z

; (3.5.122)

whereG is the ground heat �ux,� c is the heat capacity, and� is the coe� cient of the thermal conductivity,
respectively. By vertically discretizing soil intoN layers (is set to 4 in the MSM, as showing Figure 3.5.3),

Gk = � 2�
Tk � Tk� 1

� zk + � zk� 1
(k = 2; : : : ; N);

@Tk

@t
= �

Gk+1 � Gk

� c� zk
(k = 1; : : : ; N � 1) ; (3.5.123)

where � zk denotes thickness ofk-th layer (concretely� z1 = 0:04 m, � z2 = 0:15 m, � z3 = 0:40 m and
� z4 = 0:60 m), andGk(k � 2) is given as the gradient of temperature betweenk-th and (k � 1)-th layer.G1 is
the heat �ux towards surface, which is given by

G1 = (1 � � )S# + L# � � T4
1 � H � lE ; (3.5.124)

whereS# andL# denote �uxes of shortwave and longwave radiation towards surface,� is the Stefan-Boltzmann
constant, and� is the surface albedo.H andlE represent �uxes of sensible heat and latent heat from the surface,

H = � cp� � 0
vw0 ; (3.5.125)

lE = � l� q0
vw0 ; (3.5.126)

in which cp is the speci�c heat of dry air at constant pressure,l is the latent heat of vaporization, and� is the
density of air at the lowest layer of atmosphere.Gk(k � 2) can be eliminated as:

@T1

@t
=

G1

� c� z1
+

2� (T2 � T1)
� z1(� z2 + � z1)

; (3.5.127)
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@Tk

@t
= �

2� (Tk � Tk� 1)
� zk(� zk + � zk� 1)

+
2� (Tk+1 � Tk)

� zk(� zk+1 + � zk)
(k = 2; : : : ; N) ; (3.5.128)

where� � �=� c. � and� c are set as to land use and surface type.
For time integration, the trapezoidal implicit method is adopted. Temporally discretized equations are:
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1 + Gn
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3
77775 ; (3.5.129)
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2
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(3.5.130)

where
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1 + � t
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@t
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"
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@T1
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1) : (3.5.131)

If TN is given, these elliptic equations can be solved. In the MSM,T4 is �xed to climatological value during
forecasts. The climatological data for the ground temperature were obtained in the following way. Firstly,
monthly mean temperatures at standard pressure levels were calculated from the objective analysis during
1985 and 1986. Next, these data were interpolated vertically to the model ground surface. Then, only the
annual mean and the �rst harmonic component of annual change of the surface temperature are extracted to
obtain the climatological underground temperature at thek-th ground layer with the following equation.

Tk = �T + Aexp
�
�

zk

d

�
cos

(
2�
365

(D � P) �
zk

d

)
; (3.5.132)

where �T is the mean ground surface temperature,A andP are the amplitude and the phase of the annual com-
ponent of the surface temperature, respectively,zk is the depth of thek-th ground layer,d( = 2.65 m) is the
e-folding depth andD is the number of day from the beginning of the year.

Furthermore, the sea surface temperature is spatially interpolated from the SST analysis at 18UTC (Section
5.2). It is given asT1, and is kept constant during the forecast.

Soil moisture is also predicted by the force restore method based on Deardor� (1978):

@wg

@t
= �

wg � w2

� g
+ Fg ; (3.5.133)
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Figure 3.5.3: Structure of the numerical discretization over the layers for the temperatures.
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@w2

@t
= F2 ; (3.5.134)

wherew2 is the mean volumetric water content under the ground, and� g is a time constant (= 0:9 � 86400 s).
Forcing termsFg andF2 are given by

Fg = � Cg
E � Pr

� wd1
; (3.5.135)

F2 = �
E � Pr

� wd2
; (3.5.136)

whereE is the evapolation rate,Pr is the precipitation rate,� w is the density of liquid water,d1 = 0:1 m, and
d2 = 0:5 m. Cg is a constant given as following

Cg =

8>>>>>>>>>>><
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wg
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!
; (3.5.137)

wherewmax is the maximum of volumetric water content (= 0.4).

3.5.10 Parallelization
In order to parallelize computation in the model, the domain is horizontally (two-dimensionally) decomposed
into some blocks (Figure 3.5.4) and each of the decomposed blocks is assigned to one process which commu-
nicates with other processes through the Message Passing Interface (MPI) (Aranami and Ishida 2004). The
processes exchange their data on halo regions when the data on adjacent processes are required for low-order
derivatives and interpolation. As the width of the halos is unity, extra halos are temporarily prepared in evalu-
ating the forth order horizontal advection because it requires halos with the width of two or more.

Figure 3.5.4: The whole computational domain (left) and the domain distributed to MPI processes with halo
regions (right)

In addition to the processes tied to the decomposed blocks, a special process is exclusively spared to store
data into physical disks. As the process can work in background of the main forecasting calculation, time
necessary for the output can be hidden and reduced (Figure 3.5.5).
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Figure 3.5.5: A diagram of calculation without (left) and with (right) an output process.

Because necessity and su� ciency of conducting MPI communications have been carefully examined, bit-
comparable results can be always obtained not depending on the number of processes and how the domain is
decomposed. It is very useful and easy to �nd bugs related to the parallelization.

Within each MPI process, the thread parallelization (SMP) is also applied relying on a function of a Fortran
compiler to automatically build parallelized modules.

In the current operation of the MSM, the domain is divided into 17 forx direction and 30 fory direction
for the MPI parallelization and additional one process is secured for exclusive data storage. Each MPI process
consists of two SMP threads. With this con�guration, it takes around 28 minutes to complete 33-hour forecasts
of the MSM on Hitachi SR16000/M1 at JMA.

3.5.11 Forecast Performance

Performance of the MSM forecasts has been evaluated by comparing the forecasts with various observations
to measure quality of its products and �nd clues as to further improvements of the model. Especially the
accuracy of precipitation forecasts should be emphasized because one of the important purposes of the MSM
is to provide information on severe weather phenomena leading to serious disasters.

Figure 3.5.6 and Figure 3.5.7 show time series of threat and bias scores of 3-hour accumulated precipitation
forecasts produced by the MSM with the 10-mm threshold from January 2006 to December 2011, respectively.
The veri�cation has been performed using �Radar-Raingauge Analyzed Precipitation� (hereafter R/A, see Sub-
section 4.4.1) as reference observations. (Note that the horizontal resolution of the R/A has been 1-km since
March 2006, while the R/A was generated at the 2.5-km resolution until then.) The veri�cation grid size is
20-km, meaning that both the forecasted and observed precipitation over land or sea within 40-km from the
coast are averaged over 20-km meshes. Then contingency tables are created by comparing them on each grids.

Figure 3.5.6 and Figure 3.5.7 indicate that the threat score tends to be increasing and the bias score is gradu-
ally approaching to unity over the past 6 years. The steady progress has been made by persistent developments
of forecast model, data assimilation system, and assimilation method of observation.
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